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SUNSEED@ect

SUNSEED proposes an evolutionary approach to utilisation of already present communication networks from
both energy and telecom operators. These can be suitably connected to form a converged communication
infrastructure for future smart energy grids offag open services. Life cycle of such communication network
solutions consists of six steps: overlap, interconnect, interoperate, manage, plan and open. Joint communication
networking operations steps start with analysis of regional overlap of energy g&wbtamunications operator
infrastructures. Geographical overlap of energy and communications infrastructures identifies vital DSO energy
and support grid locations (e.g. distributed energy generators, transformer substations, cabling, ducts) that are
covered by both energy and telecom communication networks. Coverage can be realised with known wireline
(e.g. copperfibre) or wireless and mobile (e.g. WiFi, 4G) technologies. Interconnection assures-end

secure communication on the physical layer betmweenergy and telecom, whereas interoperation provides
network visibility and reach of smart grid nodes from both operator (utility) sides. Monitoring, control and
management gathers measurement data from wide area of sensors and smart meters and atsbies s
distributed energy grid operation by using novel intelligent real time analytical knowledge discovery methods.
For full utilisation of future network planning, we will integrate various public databg@sgsmunicipality GIS,
weather) Applicationguild on open standards (W3C) with exposed application programming interfaces (API) to
3rd parties enable creation of new businesses related to energy and communication sectors (e.g. virtual power
plant operators, energgervices providers for optimizingome energy use) or enable public wireless access
points (e.g. WiFi nodes at distributed energy generator locations). SUNSEED life cycle steps promise much lower
investments and total cost of ownership for future smart energy grids with dense distributd)e generation

and prosumer involvemenwvhen compared to a nowombined networking solution between the telecom and
electricity distribution entities
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Executive Summary

This deliverable addresses the following key aspects in the design of the communication network for
the future smart grids, namely the traffic characterisation that should be supported, communication
and overall system requirements that should be usetthédesign phase and the potential technology
solutions.

A two-step approach is taken for addressing these key aspects starting from theo$tdie-art

literature results which are complemented with measurement and best practices available within
SUNSEEQA St SOGNROAGE RAA&GNROGdzi A 2 yas walNds isighty iR thel St SO2
envisaged wide area measurement system (WAMS) nodes and most promising communication
technologies.

Chapter 2 presents modelling framework for the traffic origingtfrom SM and WAMS nodes based

on the Open SG project results available in the literature. As the WAMS traffic model is not available
in the literature it is built on the envisaged WAMS node measurement and reporting functionality as
well as traffic trace generated from currently deployed SM and WAIKE nodes in practice.

Chapter 3 presents the formal SUNSEED definitions of the key communication requirements and
AffdzaGNI GSa GKS GeLAOFf NBfAFOATAGE adYMEaNN I yOS
communication networks.

Chapter 4 presents the different approaches for grid control e.g. centralized, distributed and localized
including typical delays for grid protection and control functions. The chapter also relates the expected
rangeof delay requirements to delays as defined in smart grid communication standards and presents
example delays in existing communication systems at telecom operators.

Chapter5 presents the candidate networking technologies that will be considered in flBUMSSEED

work, both in the networking solution design phase and the trial phase. The LTE wireless cellular
network is seen as primary networking technology and UMTS is seen as second alternative. The
gquantitative analysis shows that LTE can support thesageid SUNSEED use cases from coverage and
capacity point of view. The initial hidgavel functional and security architecture utilising the
networking solutions derived in SUNSEED is also presented in Chapter

The main part of the deliverable is finaldzwith the conclusions in Chaptér

The followingactivities are seen as possible follayw onthe results presented ithis deliverable. The
traffic modelling fom Chapter 2 will be used for future quantitative performance evaluatmfritie
network solutions designed in WP3. The traffic models will be also further enhanced when more traffic
data is available from the prototype WAMS node developed in WP3 and WiP#coen the SUNSEED

trial results. The performance requirements regarding communication latency and reliability as well as
for overall system reliabilitrom Chapter 3and Chapter 4vill be used in WP3 for comparing different
networkingsolutions. The regirements might be further detailed and (if applicable) modified based

on the WP4 results regarding smart grid monitoring and control applications as well as business
insights developed in WPBrom the potential candidates identified in Chap®dhe future WP3 work

will focus on LTE (and its successors) as this is seen as most promising networking technology for the
future smart grid. Finally, the initial functional and security architecinsightsin Chapters present

a valuable input for the design of the WAMS node in WP3 and WP4 as wellfasallsecurity solution

in WP3.
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1 Introduction

A common understanding in the electricity distribution industry is that future smart electricity
distribution grids in themedium voltage (MV) and low voltage (LV) domain will rely heavily on
information communication exchange between various measurement and control nodes, and the grid
management functions as well as different applications utilizing the available informattoamtrol

loops in the grid. The proper working of the future smart electricity distribution grids has to be enabled
and supportedby communicatiometworking solutions that are capable of providing this information
exchange where needed and whenneedédkK S { ! b{ 995Qa FAY A& (2 RS&aAh3
from the constraint of combining currently available networking infrastructure at the electricity grid
operators and telecom operators, including possible evolutions of these existing infrastruduiiess,

most efficient way from technological and business point of view. This deliverable provides the initial
insights and inputs required in the design process for the envisageddatgrected communication
networking solution.

When designing any comumication network, and in pgicular a network for supportingeakttime
management of future smart grid there are several starting questions that have to be answered. First,
it is important to knowthe traffic (e.g.statistical propertieof the traffic saurces, their location and
number) that thecommunication networkhas to absorb and convegecondthe communication
exchange among different entities for the purpose of #xale smart grid management has to satisfy
certain quality requirements e.g. inri@s of communication delay and reliability. This is required in
order that all smartgrid management functions operate properlyinally a selection of
communicationnetwork alternatives available at the telecommunication network operand the
electridty grid operator must be effectively combined for the support of future smart grid
managemen@nd servicesThis selection should be based on technology criteria regarding the traffic
characteristicsand communication quality requirements as well @s business related criteria as
described in WP2 deliverald§l][2]. This deliverable aims at defining the first insights regarding these
three important aspects for the design of the networking solutidhese insights will be usexsa
starting pointin the further SUNSEED work on the reseamth design of the communication network
solution.

1.1 Approach

The approach takeim this deliverable is largely based on the available stédthe-art (SOTA)n the
relevant reseech fieldsas well as relevant measurements and practices at the electricity distribution
grid and telecommunication operatarsThe improvements beyonthe SOTAachieved in this
deliverable are as follows:

a) TheSOTAraffic modelling for smart meter6SM)and wide aeamonitoring system(WAMS)
nodes isconsolidated from different literature sourcesd tailored to the use cases defined
in SUNSEEDdditions are made to the WAMS traffic modellingsed on the best insights in
the required functionality and communicatioprotocols for this nodeTre SM and WAMS
traffic models are compared and modified based actical deployment aspectsuch as
vendor implementation and redife traffic tracemeasuremensgcurrently available at Telecom
Slovenia
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b) Formal definitions fothe communication requirementand reliabilitydefinitionsare derived
based on theavailableinformationin the SOTAhat are targeting the defined SUNSEED use
cases

c) The viable alternativesto the networking solutions available in the literature are
complemented with initial analysis of utilimy the wireless cellular networks at the
telecommunication operator (e.g. LTE) as the networking soldftorsupporting the smart
grid. Further, a selection is made of the most relevant and promising commumaaimvork
solutions that will be investigated in SUNSEED

1.2 Relation to therest of the poject

The main results from this deliverable will be used in the further design and specification of the
networking solutions in WP3, especially as input for the analysis of network coverage and capacity
analysis, reliability analysis, as well as for developahgtions for further improvement of the network
scalability and robustness. The technology insights of this deliverable will be also matched with the
business results in WH2][2] in order to select the final networking solution recommendations.
Finally, the results of this deliverable wi# hlso useds input for the grid model in WP4 as wagdlin
defining the communication network solutions for the trial design in WP5.

1.3 Outline of this eport

The remaining of the deliverable is organized as follows. In Chaghertraffic models for thesMand

WAMS nodesre presented The chapter contains state of the art overview of traffic models for smart
grid applications, as well as traffic model proposals that will be used in SUNSEED based on the Open
SG use case informatidi6] and available data traces from rdde implementations.Chapter3
addresses thalefinition of networkingrequirements for the future smart gridomplemented with
definitions about typical node reliability data in the power distribution grid as well as communication
network nodes Chapter 4 presents different approaches for grid control teggges and their
associated delay requirements and relates this to smart grid communication standards and achievable
delays in communication networks at telecom operatofm overview ofdifferent candidate
networkingsolutionsA y G KS { | b s pré&éntedin Chdp®rbJShis chapter contains also
example coverage and capacity analysis of an LTE network as example technology for the
neighbourhood area networks (NAN) domain, and case coverage study at Blekicoska (EP) power
distribution grid in Slovenia covered by GSM, UMTS, and LTE network from T&kkamia The
chapter ends with an initial communication solution and a proposal ranking of the networking
technologies to be addressed in SUNSEB2 cliverable is finalized with the summary and
conclusions ifChaptero.
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2 Traffic models for reatime smart grid control

Oneprerequisite forthe design of the networking solutissupportingreattime management of the
future smartgridisproper characterization of the traffic that needs to be conveyed betwaipoints

of the communicatiorchain Two major sources of traffio future smart grid are themart meter M)
and wide area monitoring systemA(AMS nodes installed on various locations along the electricity
grid, such as transformer stations, feeder lines, prosumer premis&syr e&harging stations, eté\
typicaltraffic destination can be a control centre at the premises of a DSO or a telecom provider.

This chapter analyses tH@OTAIn traffic modelling for smart grid in Sectiéhl. Section2.2 gives
insight in measuremertestsdone by TelekonsloveniaTS), a telecomrovider inthe network of a
DSO(Elektro Primorska, EP). Sectidh8 and 2.4 propo< traffic modek for SM and WAMS nodes,
respectively based mostly offiterature validated by the measurement te§ection 2.4 finalizes the
chapter with the traffic modellingbservationsfor other nodes involved in the management of the
future smartgrid.

2.1 State-of-the-art in traffic modelling for smart grid

Numerous stutkswere done in the field of traffic modelling for smart girds including traffadels
that are developed based on simulations and actual dakais sectiorpresens a selection of the
availableSOTAhat was found the mostomplete relevant andorovidinga substantialinput for the

further traffic modelling activities in SUNSEED

In [3], the authors perform an engineering analysis of the traffic createzilular networks bgmart

grid including applications as Advanced Meter Reading (AMR), Distributed Energy Resources (DER) and
Demand and Supply Side Management (DS traffic engineering analysig8) is based either on

a stochastic (Markovian) traffic model or on a deterministic traffic modelling, including validation of
both models by means of simulation.

The reason for taking into account a deterministiodel is that Markovian processes are restricted to
exponentially distributed arrivals and departures, something which holds for voice but not for
machineto-machine M2M) traffic, which is the typical traffic type generated by the apations
involved h the management of the future smart grithe system level analysis of the cellular network
carrying voice and data traffic next to the M2M traffic (from the smart grid applications) illustrates that
including M2M traffic modelling basl on Markovian mods resulsin higher blocking probability for
speech and data served next to the M2M traffic.

Table2-1 Traffic classes parameters for the stochastic Markovian traffic ni@gel

Traffic Type | TrafficClass | A[1/h] | p[B] | nv
Values 4 338 10

AMR e meter T 21954 10

Smart Grid | DSM | Mgmt. & Ca. ) 500 3
DER | Mamt. & Cirl. 1 00T 1

— Speech 60 128 [ 10
Background Data 0 R

The study irf4] provides a reference data analyfiasedon a real working implementation amart
grid with over 1.9 million customers in 2013t takes into account smart meter data and
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neighbourhood areanetwork (NAN) aggregation pointsrerheadse.g. from TCP/IP overhead, IPsec
and VPN tunnel, aggregator management and control data, and from software updates pushed to the
smart meters via the NAN aggregator. The NAN aggregator uses wireless cellulakratsatelite
connection (in case of no cellular coverage) to convey all the data between the SM nodes and the
central repository. The analysisf the collected measurementgsresens the following insights For

SM nodesthe daily average data exchange32 KB of which 90% is outgoing and 1% incoming. For

the cellularwide area network (WANhe traffic is100 KB per month per SMind the overhead per
NANdata collector i0O0MB per month.

In [5] the authors propose tacharacterize theSMtraffic sourcesby their packet size, data rate and
burstiness.In order to evaluatahe variety ofsmart grid applications the authoralsoproposefour
traffic classes with different requirements, as follows:

a) Fast control traffic with small messages. Parameténsiessage/s90 byte/message720bps,
bursty, and 6@®% of the total traffic.

b) Fast control traffic with large messages. Parametdmnessage/s,750byte/message720bps,
bursty, and 2®% of the total traffic.

c) Reaktiime traffic control. Parameters:l message/20ms, 70 byte/message,28 kbps,
deterministic, and 104 of the total traffic.

d) Uncritical background data traffic. Parametefsmessae/s, 750 byte/message,250 bps,
bursty, and 1®% of the total traffic.

The authors conclude from th&mulations thatreattime traffic with delay requirements dew ms
cannot be achievedFurther, theutilization plays an important role and there seems to exist a
boundary (of about 94%)which when exceedethe requirements can only be met if there exist a
prioritization in some form, e.g. as a priority queue

In[6] the authors investigate the use of LTE $orart grid. For the traffic source modellinthe study
proposes the use of NISmart grid requirement details agiven in[8] andillustrated inTable2-2. It
can be seen that in most cases 100 kbps per node are requesaptfor the case of wide are
situational awareness, where maximumof 1500 kbps are requiredHowever,the source document
of the NIST smart grid requiremeni indicates that the contenpresented inTable2-2 summarizes
the input of commenters, and does not reflect a technical assessmetitebynited StateDOE For
example, the availability of AMI is in practice typically around 80férefore, the proposed NIST traffic
modelling related information has to lieken with some reserve.

Table2-2 NISTsmart grid requirementdetails (from[8])

Application Bandwidth Latency Availability
10-100 kbps/node,
AMI 500 kbps for 2-15s
backhaul
DemandResponse | +~Kops-100 kbps 53%?/;?;
P per node/device . 99-99.9%
minutes
Wide Area Situationa 600- 1500 kbps 20 ms- 200
Awareness S
DistributionEnergy
Resources and Storag 9-6-56 kbps 20ms-15s
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Electric i
Transportation 100 kbps 2s-omn
Distribution Grid 9.6100 kbps 100 ms-2 s
Management

A white paperin [7] providesa detailed reference insight on a data traffic analysis based on
assumptionaunder specificscenarios. The analysis shows that the amount of SM traffic with typical
configuration(mostly for billing purposesys between1.2 and 1.3 MB per year.Theanalysisfurther
providesthe required bandwidth per SM angkt of SM, depending on the length of the response
interval between five s and 12 hours. The analysis quantifies also some pealkfic scenarios
depending on the response interval and the amount os8Molved in the event.In the worst-case
scenarig 1000 smart meters required around 70 kbps bandwietbh Howeverthe generated traffic
increase drasticallywhen compared t@ regular usage (e.g. response times of 1 holihesdraffic
assumptions are considered modest for SUNSEED, where we will assume more demanding traffic
requirements.

Anotherrelevantsource of traffic models f@emartgrid is the analysis of machine typemmunication
(MTQ and smart grid systems is 3GPP. @] a number of general recommendations for evaluating
MTC applications using simulatioase given. First, it is assumed that traffic originates only from
mobile devices, i.e. no polling from a central server. FurtB&PmProposesto consider uncoordinated
and coordinated behaviga. Forthe uncoordinated behaviar, the arrival process is asmed tofollow
the Poissordistributionwith intensityof reporting intervals<set tofive s,15min, 1 h, orl day. Report
sizes can be 10, 200, @000 bytes. For the coordinated arrivals, i.e. evelndsed arrivals, a time
limited distribution with thesame report sizes is used. Specificdlly,this timelimited case 3GPP
proposesto use thebeta distribution with shape parametefis=3 and =4,

More specifically targetedo smart meters in LTE systems, 3GPP[1@] has the following
recommendations. Nodes are nanobile and the density is around 1000 devices per sector. Nodes
are always attached unless under abnormal circumstances. Payloadesigesrom 50@0 1000bytes

and reporting intervals can emin, 15min,1h,6h,12h, or24h. In case of unsuccessftdnsmission,

the data should be accumulated and sent in next reporting intefv@l.eventsuch aslarms, a delay

of up to1 minis allowed, however different types of events may have different delay requirements.

In [11] 3GPHurther specifiesexamples of the household detiss and corresponding number of MTC
devices within each LTE cell for London and Takydwvo examples of dense urban aréaey assume
that each home hathree MTC devices and that thdenseurban cells have 926 and 1714 homes per
cell, respectively. Faurban cellglower household density but larger radiushe number of homes
per cell is 3941 and 9017, respectivdiyurthermore,3GPRcharacterize typicaluplink UL traffic as
non-mobile of mobile. For nomobile, the report interval i4 min, 5 min, 30min, orl h, with payload
sizes of 1000 ct0000bits. For the mobile case, report intervalsto$, 10 s, or30s with payload size
1000bits are considered.

In [12] two different traffic models are proposed to evaluate MIFCLTE. The firstraffic model
considers from 1000 to 30000 MTC devices, where the arrival distribution is uniform with interval
1 min. The seconttaffic modelconsiderghe same number of devices, but assumes beta distributed
(withh =3 and =4 as specified few paragraphs aboag)vals over a period df0s. In addition to these
traffic models, the document also specifies in details different LTE configurations thabecan
considered.
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In [13] a simple traffic model is defined that considers one IP packet paidplink UL + 1
DownlinkPL) being transmitted everg0 s, 1 min, 5 min, 10 min, or 30 min per deviceln a more
recentwork, the authors based their traffic model in a mix of a deterministic and a Poisson arrival
process, representing the fixed scheduled traffic and the event dromes. The result was a non
Markovian process, which according to the study is a more accurate representation of the SG
communication traffic.

Another exhaustive source of information for smart grid traffic models is the GpeartGrid project

[15], [16]. This project has compiled a complete list of the messages being exchanged betvities

of a smart grid system, divided into use cases and different communication domains. For each type of
message, the payload size, delay requirements, time of occuwrergability requirements and
occurrence rate is specified. The occurrence rate is however not specified in absolute numbers, but
rather being dependent on a specific deployment configuration and likelihood of various system
events. Therefore, it is ngiossible to get concrete arrival rates directly from the traffic specification.

Note herethat aggregators/concentrator nodes and their traffimdellingare left intentionally out of
scope for this deliverableThese nodesre clusteling/aggregating thetraffic from multiple SN,
compressit and sendit towards a higher layer nodén the communication architecturd. yY G 2 Rl @ Q&
implementationssmart meters are typically connected via PLC to aggregators/concentrator nodes and
their aggregated traffic is theconveyed further towards the distribution control centre via e.g. a GPRS
connection.At this point in SUNSEBR  NXBi&isSnbtNali¢al to have aggregator traffic models
because this traffic models can be derived later (when needed) from statistiichiion of many
individual SM nodes (or WAMS nodes if applicalldilitionally initial studies irSUNSEED af@cused

on dudying the underlying traffic patterns of the smart meters (also WAMS nodes) and then
investigate whether it is feasible to havaah smart meter connected individually using cellular
technologies without an intermediate aggregator node.

It shouldbe stres®d here that it is not possible to devise a gendraffic modelfor the SM mdesthat

fits all use cases, sincehe variety of use cases and external events influence the generation of
messages and hence the traffic patterfibere isanabundance of literatur@bout smart grid traffic
modek built on different applications that generate the particular traffising differentapproaches
(e.g. theoretical, traffic traces based) and assumptoiRegarding the traffic arrivalrocess, the
majority of sourceseem to agree in the usage thfree main types of message arrival distributions:
Poisson (Markovian), beta and determinisiibe Poisson (Markovian) tgpicallyapplicable to human
type communications, and not to MTC suchtefic generated bySmart Gridsapplications The
assumptions in respect to number of nodes, message sizes and reporting intervals may vary, with
ultimate effect on the required bitratgoer node and in totalMessage iges ranging from 10 bytes up
to few KB(e.g.OpenSG, excluding firmware updatesk taken into account, whilmessageeporting
intervals can be as low as 20 ms and as bgyBR4hours(e.g.excluding firmware updatesCurrently

the most extensive work on SG traffic modelling seems tthe€®penSG projecfl5], andtherefore

the smart meter and WAMS traffic model SUNSEEDustrated in Sectior2.3 and Section2.4,
respectively, ardeavily basd on the OperSG models.

2.2 Measurementtests

We want to establish the quantitative behaviour and impact of smart meters within mobile
communication network environment. Furthermore, we would like to measure also some kind of
existing WAMS node and use those results as inputs to our communication®rkesolutions
planning.For this purpose, measurement tests were performed witbnitoring data traffichat runs
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over 3G and 4G network within dedicated commercial APN (smart meters) and development APN.
Traffic traces were collected for several montimslare representative of both types of devices under
test.

We choose the monitoring of home energy hub devices, since they approximate our future design of
WAMS node in important aspects: periodic reporting, low reporting perad] possiblydirect
connection to mobile network. The observed traffic patterns and behaviour will thus resemble those
of WAMS node that we propose on the project. We have to note, that WAMS will collect and report
more data (voltage, current, real and imaginary power, harmorgng) more frequently (< 1 s), thus

the final decision on the WAMS node protocol used will also be based on the traffic behaviour reported
here (e.g. TCP MdDP, another upper layer protocol as XMPP, RMQ, MQTT or not).

Methodology, data collection and perimance indicators with results and conclusions are described
in the sequel

2.2.1 Methodology for data collection

We are gathering mobile core KPI and communication traffic traces of two types of devices:

1) SmartMeter (SM) Classical smart meters (approximat&B00), from a mix of vendors (e.g.
Landis+Gyr, Iskra Emeco), that are connected to mobile communication link either directly or
via PLC concentrators (from the same vendors).

2) HomeEnergyhub (HEH) Energy monitoring device developed on EU FP7 project eBABG
, that are in the experimental, low volume (approximately 50) field trial stage. It measures real
power on 3 to 6 power lines. Data is packetb RMQ (Rabbit Message Queue) protocol over
TCP/IP to establish reliable communication channel and minimise loss of data. In case of
communication chann@link loss, HEH locally stores data in RMQ that upon reestablishment
of communication performanuplink burst ofdata transmissionvith all the internally stored
data measurements. After this procedure, a normal data transmission pdétodical
reporting resumes. The datareporting period is five seconds directly over maobile
communication link, which is by default set to 3G, but HEH may choose to tranam if
SNR margin is sufficient.

2.2.1.1 Communications network setup

The nobile network ighe primary communication channel for both types of monitored/ides smart
meter, and home energy hubThe primary differences that smart meters argin the vast majority
connected via PLC communication link to PLC concentrator that is connected to mobile network.

Two APNwere created fothe two different typesof monitored devicesThe monitored mart meters

are from EP, as they are used on the field already through TS provided APN called Alfi¢ AdPiN

for HEH was created during eBADGE project, but monitoring was started as part of SUNSEED project
and is calld APN_HEH. Both ARate connected to 3G (APN_sm) and 4G (APN_HEH) mobile core.

2.2.1.2 Monitoring process

We collect two types of datanamely thedata traffic from APN anthe relevant keyperformance
indicators fromthe mobile coregenerated bythis traffic. Allcollecteddata is per APN. The process of
monitoring comprises two large pools of data traces, collected from different sources wii@in
mobile core.The taffic trace collection is very dependent on performance limitations of certain
elements withinthe mobile core, established monitoring software solutions amzhitoringprocesses
within TS. We do not see this as a limitation, but ratheppportunity to detect what needso be
changel inorder tofulfil future collection of data fromm dense smart grid communication networks. For
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example, current smart meters may report collected measurements (from 15 min reporting periods)
only once per day for households and down to once per 15 min for industrial environments. Integrating
WAMS nodesn a large scale within smart grid is forcing us to rethink the monitoring process to cope
with new types of traffic types.

We are observing charging data records (CDR) of botls ARM¢ data observation from the two APNs
differsin types of interfaces attached from mobile core and type of collectiog. feattime versus
non-real time).The dita traffic traces for both APN are descritesifollows

1) APN_smthis is the APN with smart meters. CDR -bffe charginginterface Gz, yp/down
[bytes] traffic per 1 h period, cumulative. Approximately 1300 smart meters and PLC
concentrators are within this APN.

2) APN_HEHhMis is theAPN with HEH. On libargingjnterface Gy, up/down [bytes] traffic per
1 min period, cumulative. Approxirtedy 50 energy hubs are within this APN.

The key prformance indicator¢KPIspare gathered from mobile core elements (GGSN, PGW) and are
collected per 15 min period for each APN. The most interestinghrerdP$ associated with PDP
contexts anduplink (end-device to mobile core) traffic. A custom TS build program called Netmonitor
gathers statistics by querying and gathering SNMP responses from mobileCmreequentlywe
define also derivedeyperformance indicatorén orderto take into accounthe different number of
devices per APNn the following, érief description othe usedKPs$ is given:

1) ggsnApnActivePdpContextCounThe number of active PDP contexts associated with the
APN. PDP counts contexts, whersabscribers countnique IMSI.

2) ggsmpnAttemptedActivation The total number of attempted PDP context activations for this
APN. Itis incremented even when a Create PDP Context Request is silently discarded. Derived
attempts include Faile(k Attempted¢ Completed.

3) ggsnApnCompletedActivatim The total number of completed PDP context activations per
APN.

4) ggsnApnUplinkPacketsTotal number of uplink Gn (2G, 3G) and S5 (4G) user plane packets
processed on a per APN basis by the GGSN or RG¥Unts pure data traffic packets.
Incremented whe an uplink packet received over the Gn or S5 user plane interface is sent
over the Gi or SGi interface.

5) ggsnApnUplinkytes: Total humber of uplink Gn (2G, 3G) and S5 (4G) user plane bytes
processed on a per APN basis by the GGSN or RG¥Unts pure data traffic packets.
Incremented when an uplink packet received over the Gn or S5 user plane interface is sent
over the Gi or SGi interface.

Based on these K& Wwe defined and are showirdgrived KRithat are relative performance metrics
(expressed either as absolute or percentage), allowing us to compare behaviour of both APNs. A brief
description of derived KPI follows

1) FailedActivation Number of failled PDP activation attempts. FailedActivation =
ggsnApnAttemptedActivatiog ggsnApnCompledActivation.

2) FailedActPerActivePdpNumber of failed PDP activation attempts per active PDP. This is a
relative measure and is direct indicator of network quality, robustness of protocols, SNR at end
node. FailedActPerActivePdp = FailedActivation / ggsAdiivePdpContextCount.
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3) AttActPerActivePdp Number of attempted PDP activation attempts per active PDP.
AttActPerActivePdp = ggsnApnAttemptedActivation / ggsnApnActivePdpContextCount.

4) UplinkbytesPerActPdpNumber of uplink bytes transmitted per active PDRis is a relative
metric and is a direct indicator of uplink traffic per end node device, averaged over 15 min
period. UplinkytesPerActPdp = ggsnApnUplikes / ggsnApnActivePdpContextCount.

5) UplinkbytesPerUplPcktsNumber of bytes per packet the uplink direction. This is a relative
metric and exposes the usage of upper layer protocols, and message lengths used for
communications. UplifkytesPerUplPckts = ggsnApnUpbgtes / ggsnApnUplinkPackets.

All the data was stored in PostgreSQL database, lamdtatistical analysis was performed in RStudio
using statistical language R.

The measurements obtained in this study are presentemhame detailsin AppendixA. The following
two sectionsare describing the proposed smart meter and WAMS node trafficeteod@hese sections
includeselected resultérom the data collection at TS thate presented and compared to the results
of the proposedraffic models.

2.3 Smart meter traffic model

The SMtraffic modelin SUNSEED bsised mostly on literature and more precisely on the Ofé&h
project [15][16], including comparison with real data measurements frd®, as was analysed in
Section2.2. Note that in the follow-up of this deliverable tb SM traffic modemight be tuned wih
addition ofsome custom messagées. order to get the corresponding packet and traffic information
the SUNSEED use cases are matthete extentpossibleto use cases from Ope3G. Becausenore
than one OpersG use casean be matchedo a singleSSUNSEED use case allrlevantOpenSG use
casesare combined in order to derive the corresponding total traffic requiremeimsterms of
bandwidth, latency and reliabilityThe readerd referred to Appendix B and Appendix C fasren
details.Note that some Oper®G use cases were left out of the analysiBigure2-1, as well as in
AppendixBand AppendiC while they might be added in a later stage if found appropriatesénse
cases such as e.g. firmware and program or configuration updades,seen asgess relevanfrom
SUNSEEDSs point of viele to the very sporadisccurrenceandtheir low priorityin relation to other
Open SG use cases

The overall required bandwidth in byte/s the downlink (DL) directioffi.e. from the smart grid
management system towards the SM) amgdlink (UL) directiotfi.e. from the SM towads the smart

grid management systengillustrated inFigure2-1. The resultsn Figure2-1 assune varying number

of SMnodeslocatedin one cell from the wireless cellular netwaakd that there arefive smartgrid

compliant appliancesvents for each householdsee Appendix B for explanation) Further, it is
assumedhat foroutaged 8 SR {a NBLRNIAYy3a GKS fSy3adkK 2F (KS
10 s. For more information on th®©penSGuse cases, payloads aadtors,the reader iseferred to

[16].

The following main observations can be derived from the resiignre2-1:

a) In the DLdirection the most bandwidth demanding use caseiOutdge and Restoration
Managemeng, which is closely related to thEUNSEED use case 3 (intelligent Fault
Identification aml LocalisationlIFI). The & ticing (RTR)use case is closely related to the
SUNSEED use case 1 [lassive Prosumer Participation for Demand Respadsd”DR The
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traffic generated from the other Ope8G use casés 3 to 6 orders of magnitude lower @n
therefore out of scope in the planned SUNSEED design of the network solutions.

b) In the ULdirection, the most bandwidth demanding use cases:af@utage and Restoration
Management, that is closely related tS§UNSEED use case 3 (L) éScheduled Medr
Interval Read, that is closely related t68SUNSEED use case 2 (ddvanced Distribution
Network Management System Platfor'"lDNMSP) andDemand Responsgeuse case that is
closely related t66UNSEED use case 1 KlEPDR). The traffic generated frane other Open
SG use casas 1 to 4 orders of magnitude lower arstherefore out of scope in the planned
SUNSEED design of the network solutions.

Downlink messages
1 1

10° T T T T

required bandwidth [bytes/sec]

Scheduled Meter Interval Read
Meter System Events
Utility Service Switch/Valve Operation
Electric Transportation

— - — - Premises Network Administration

— - — - Demand Response
Pricing RTP

L = = — = Qutage and Restoration Management

107 1 1 1 1 1 1 1 1 1

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
# of smart meters in cell
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required bandwidth [bytes/sec]
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0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
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Figure2-1: DLand ULbandwidthrequirementsas a funtion of SMs per cell for different
OpenSG use cases

The definition of different messages as generatedtiy smart meter can be derived from the
SUNSEED use cafgHs].

Next to theoverviewediterature as illustrated irBection2.1the traffic model can benodifiedor fine-
tunedbased on realife measurementsis available from the data collection in TS presented in Section
2.2 Fromthe Opef D dzaS OF 4S a{ OKSRdz SR aSiSNJ LYydGdSNDI €
an average value of 0.22 bytes/sec required for uplink, which corresponds to 198 bytes per 15 minute
interval. This value is comparable with the 180 bytes/15 min found in the measuretestitesults in
Appendix A. Further, this value is not far from the value of 238 bytes/15 min th&Nhesndor has
shared with usTherefore we can conclude that the Ope®Gassumptions are quite realistic and can

be further used. The mentioned values represent the requirements only for billing/charging
information, as it is used currently by the DSOs. For the scope of SUNSEEDhmweotr, the SM

traffic modelcould beextendedwith additionalmessages if found appropriate for correctly capturing

the traffic exchange in the different SUNSEED use cases

Next to the generated traffic per SNhe traffic modelling in SUNSEED requires input on the spatial
distribution and nunber of SM nodesAn example source for this inputpsovided by theo Dt t Q&
recommendation11] for dense urban aread.able2-3 and Figure2-2 show results of geospatial SM
density analysis for urbaand ruralregiors consideredin the SUNSEED#&ial network area The
highest densitpf SMper square kilometras in the area of the city of Nova Gorica anieaches 2200
SM/Kn¥. Opposed to thatthe DSO Elektro Primorska regi@ntypically represented byrural and
mountainous area with low number of small citi@gere the density is approximately ten times lower.
For bigcities, it has to be assumeddensity valueof up to 4000 SM/krh
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Table2-3: Estimation of SM density in Elektro Primorska power distribution network

Areatype Max density[SM/km?] Min density [SM/km?]
Urban 2200 1000
Rural 200 20

Legend

N Consumer_density [consumers / kmA2]
\ — 10-30
— 30-70
70- 240
— 240-740

— 740-2230

,,,,,,,

Figure2-2 : Example esults of geospatial SM density analysis for urban region

2.4 WAMSnodetraffic model

The main startingpoint for the modelling of the traffic generated fromWAMS node ishe Phasor
Measurement Unit((PMU) traffic model.This is because the WAMS measurement functionality as
envisaged withirBUNSEED dfferent from SM trafficand more aligned with theconventional PMU
node The installation o WAMSnodesin MV/LVelectricity gridis beyond SOTA arat the core of
SUNSEED developmeHRence regarding WAMS traffic modellinge need to start fronavailablePMU
traffic data and therelevant tests data as illustrated in Sectio®.2. According to[19], the PMU
requirements drivea hierarchicahrchitecture as showinFigure2-3. Every level represents a different
aggregation layer-or eachevel, the time frame durationsfor the collected measurementsre also
given andare presented inthe Table2-4.

FromTable2-4 it can beseenthat the raw (lowest level) measurements from PMU have a frame time
length of 16100 ms. At the lowest data aggregation level the time framiel0-100ms is related to
very highspeed critical decisions at e.g. transfamnsubstations. On the other hand, tite highest
aggregationlevel (from the electricity grid system point of viewhe reattime monitoring of the
electricity grid iperformed on the time span @ffew seconds and then the PMU reports measurement
statistics such as average, minimum, maximum, etc.
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In SUNSEED,is assumed that the WAMS node will be installed inNtealium Voltage V) and Low
Voltage (V) electricity distribution grid with similar sasurement capabilities as the PMU. Moreover,
we assume that for the WAMS, theporting period on the lowest data aggregation leiggln 100ms
time interval and directly aggregated in the highestata aggregatiorevel, where thereakttime
monitoring acurs.

Highest Level Collect/Decide
Middle Level Collect/Decide
|
Lowest Levg__l___. - I
Collect/Decide Collect/Decide Collect/Decide
pMu | | PMu | | PMU pMuU | | Pmu | | PMu pMU | | PMuU | ... [ PMU

Figure2-3: PMUdata collectiontopology

Table2-4: Requiredime framesdurationsper data aggregation levéirom [19])

Data aggregation level Type ofcontrol Time frame duration
lowest (local) Very High Speed Decisior 10-100ms
middle High Speed Decisions 0.1-1s
highest RealTime Monitoring >1s

The data size contained in eatime frame is given if20] and shown irrable2-5, where nr, equals
the number of phasors (voltag®/) and current () waveforms described mathematicg)lyn, equals
the number of analog datgarameters and ngg equals tonumber of digial data parameters
Additional measurement/control datparametersrepresented by g and nigcould be e.g. frequency,
rate of change of frequency, switch status dit.every packet, irrespectively of its size, there is a
header of 22 bytes.

In SUNSEHRDe minimum phasor measurement per point withhre electricitygrid collected via the
WAMS noddor state estimatiorpurposewould be6, becausan a 3phase system, we hawevoltage
and current measurement per phases(3xV + 331 Most household lods are singlghase, however
individual households can havepBase system installe@,.g.when usindarger loads as heat pumps
or photovoltaics.It alsohas to be noted that the data maybe be converted and sent irhagtyer layer
packet type formate.g XML, JSQlhus the depicted numberi Table2-5 are the lowest bounds.
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Table2-5: Dataframe sizecalculation

Format Sizeof data frame[bytes]
16-bit 22+ RPN O afbH OB H @
floating-point 22+ Py O afbn O P H @

Assuming minimum parametervalues i.e.np=6, Nar-1 and naig= 1, and fixed-point (16-bit) or
floating-point arithmeticthe PMU message size artitdughput can be calculated as illustrated
in Table2-6. These figuresrepresent the individual throughput fromagh WAMS which is
aggregated in the redlme monitoring module in the highestata aggregatiotevel. Forthe
SUNSEEOse cass, we will assuméloating-point data format as this ithe highestresource
demanding datalepiction.

Table2-6: PMUmessage size arttiroughput for nn=6, nn=1, niig=1

Data PMU throughput [kbps]
f Data frame size [bytes] (10ms time | (100ms time | (1stime
ormat
frame) frame) frame)
16-bit HH b dle B B=tho 40 4 0.4
floatingg |HH b dlR P YlB B=6 60.8 6.08 0.608
point

The SUNSEED objectivéhist the WAMS node samples data with a frequency up to H80
and send a packettowards the smartgrid management systemvith all the samples
concatenated every 0.1 dk s (i.e. reporting period) Thisalso closelycorresponds withthe
literature, e.g. 20 60Hz reporting frequency if21], 10- 50Hz in[22] or up to180Hz sampling
frequency in23]. Additionally,we consider theaddtion of an IR/6 (IPv4)and UDP headsiof
40(20)and8 bytes respectivelyThis correspond relatively well with numbeeported inthe
literature, e.g. 5Mytes of payload an82 bytes for overheadn [21], 7498 bytesof payload

in [24], andpacket size 0f100-200bytesin [23]. Based on these assumptions and the second
column of Table 2-6 (size ofthe floatingpoint sampleequal to 76bytes) the required
throughput to support a number of WAMS nodes in one cell of the wireless cellular network
can be calculateds illustratedin Figure2-4. Different lines provide calculatiorfer all six
combinations of consideredheasured sampling frequenciesi.e. 10, 50 and 100 H2 and
reporting rateg(i.e. 1 and 10Hz)

2 In reality each measurement consists of many not visible samples done in chip already to achieve accuracy,;
here we count the measurement result is stored and shown in the register.

SUNSEErant agreement No. 619437 Page29of 118



iSUN || —
SEVENTH FRAMEWORK
PROGRAMME

D3.1Traffic modelling, communication requirementsfor reaktime smat grid control Versior2.0

Figure2-4: Required throughpuas a function ohumber of WAMS nodgser cel| assuming
Nph=6, =1, niig=1

Specifically, for a single WAMS node, assuming 50 Hz sample rate, 1 Hz report interval, IPv6 and UDP
headers, and the 6+1+1 channels configuration described above, the required data rate is 3848
bytes/sec. In comparison, the Home Energy Hub (HEH) detoe imeasurementestin Appendix A,

which however has a lower sample rate of32measurements per second, uses a different
measurement format, and also uses a 5 sec report interval, require®sippaitely35 KB/min. This is
eguivalent to 583 byte/sec fahe typical periodic reporting traffic. For the final WAMS node design,
where <=1 sec reporting interval is intended, it can be expected that at least 583*5 = 2917 bytes/sec
data rate is required (if the same JSON measurement format is used).

Next to the anount of generated traffic pe?WAMSnode, an important parameter for the WAMS traffic
modelling is the amount and spatial distribution of these nodes. Fronlitém@ture, it can be found

that WAMS nodebave to cover approximately 15 % of all power godes in LV networR5]. Within
SUNSEEDHhas been estimated that spatial density ratio between WAMS anch&lédsis 1:3 in the

rural type of network and 1:6 in urbastenarios However, this relationship is highly depending on
many other factors like city density and residential, commercial and industrial parts of covered area.
The numbers inTable 2-7 related on the circumstances of Elektro Primorska power distribution
network with lower geospatial dertgicomparingto other typical DS
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