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Abbreviations and acronyms 

2.5G 2.5th generation mobile technology, GSM including GPRS 

3G 3rd generation mobile technology, UMTS 

3GPP Third Generation Partnership Project 

4G 4th generation mobile technology, LTE 

AMI Advanced Metering Infrastructure  

AMR Advanced Meter Reading  

API Application Programming Interface 

APN Access Point Name 

BLER Block Error Rate 

bps Bits-per-second 

BSC Base Station Controller 

CDR Charging Data Records 

CLR Communication Link Reliability 

DAP Data Aggregation Point 

DER Distributed Energy Resources 

DL Downlink 

DOE Department of Energy 

DMS Distribution Management System 

DSL Digital Subscriber Line 

DSM Demand and Supply Side Management 

DSO Distribution System Operator 

EMS Energy Management System 

EP Elektro Primorska 

FPAI Flexible Power Application Infrastructure 

GGSN Gateway GPRS Support Node 

GIS Geographic Information System 

GPRS General Packet Radio Service 

GSM Global System for Mobile Communications 

HAN Home Area Network 

HEH Home Energy Hub 

HLR Home Location Register 

HSS Home Subscriber Server 

HW Hardware 

IP Internet Protocol 

JSON Java Script Object Notation 

KB Kilo bytes 

Kbps Kilobits-per-second 

KPI Key Performance Indicator 

LAR Local Aggregation Router 

LTE Long Term Evolution, a 4G technology 

LV Low Voltage 

M2M Machine-to-Machine, also called MTC 

MAC Medium Access Control 
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MB Mega bytes 

MCS Modulation and Coding Scheme 

MIMO Multiple Input Multiple Output 

ms millisecond 

MPLS Multiprotocol Label Switching 

MQTT Message Queue Telemetry Transport protocol 

MSAN Multi-service Access Node 

MSC Mobile Switching Centre 

MTBB Mean Time Between Failure 

MTC Machine Type Communications, also called M2M 

MTTR Mean Time To Repair 

MV Medium Voltage 

NAN Neighbourhood Area Network 

NIST National Institute of Standards and Technology 

OFDMA Orthogonal Frequency Division Multiple Access 

OSS Operational Support System 

PDC Phasor Data Concentrator 

PDP Packet Data Protocol 

PGW Public Data Network Gateway 

PMU Phasor Measurement Unit 

PLC Power Line Carrier or  Communication 

PLR Packet Loss Ratio 

QoS Quality of Service 

RACH Random Access Channel 

RAO RACH Access Opportunity 

RMQ Rabbit Advanced Message Queuing protocol 

RNC Radio Network Controller 

RNTI Radio Network Temporary Identifier 

SAIDI System Average Interruption Duration Index 

SAIFI System Average Interruption Frequency Index 

SCADA Supervisory Control And Data Acquisition 

SG Smart Grid 

SGSN Serving GPRS Support Node 

SGW Serving Gateway in 4G 

SLA Service Level Agreement 

SM Smart Meter 

SNR Signal to Noise Ratio 

SNMP Simple Network Management Protocol 

SOTA State Of The Art 

SW Software 

TCP Transmission Control Protocol 

TO Telecom Operator 

TS Telekom Slovenija 

UDP User Datagram Protocol 

UE User Equipment 

UL Uplink 
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VPN Virtual Private Network 

W3C World Wide Web Consortium 

WAMPAC Wide Area Monitoring, Protection, and Control 

WAMS Wide Area Measurement System 

WAN Wide Area Network 

WiFi Wireless Fidelity - wireless system based on the IEEE 802.11 standards family 

WiMAX Worldwide Interoperability for Microwave Access 

WLAN Wireless Local Area Network 

WP Work Package 

WSN Wireless Sensor Network 

XML Extensible Markup Language 

XMPP Extensible Messaging and Presence Protocol 
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SUNSEED project 

SUNSEED proposes an evolutionary approach to utilisation of already present communication networks from 

both energy and telecom operators. These can be suitably connected to form a converged communication 

infrastructure for future smart energy grids offering open services. Life cycle of such communication network 

solutions consists of six steps: overlap, interconnect, interoperate, manage, plan and open. Joint communication 

networking operations steps start with analysis of regional overlap of energy and telecommunications operator 

infrastructures. Geographical overlap of energy and communications infrastructures identifies vital DSO energy 

and support grid locations (e.g. distributed energy generators, transformer substations, cabling, ducts) that are 

covered by both energy and telecom communication networks. Coverage can be realised with known wireline 

(e.g. copper, fibre) or wireless and mobile (e.g. WiFi, 4G) technologies. Interconnection assures end-to-end 

secure communication on the physical layer between energy and telecom, whereas interoperation provides 

network visibility and reach of smart grid nodes from both operator (utility) sides. Monitoring, control and 

management gathers measurement data from wide area of sensors and smart meters and assures stable 

distributed energy grid operation by using novel intelligent real time analytical knowledge discovery methods. 

For full utilisation of future network planning, we will integrate various public databases (e.g., municipality GIS, 

weather). Applications build on open standards (W3C) with exposed application programming interfaces (API) to 

3rd parties enable creation of new businesses related to energy and communication sectors (e.g. virtual power 

plant operators, energy services providers for optimizing home energy use) or enable public wireless access 

points (e.g. WiFi nodes at distributed energy generator locations). SUNSEED life cycle steps promise much lower 

investments and total cost of ownership for future smart energy grids with dense distributed energy generation 

and prosumer involvement when compared to a non-combined networking solution between the telecom and 

electricity distribution entities. 
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Netherlands 
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Executive Summary 

This deliverable addresses the following key aspects in the design of the communication network for 
the future smart grids, namely the traffic characterisation that should be supported, communication 
and overall system requirements that should be used in the design phase and the potential technology 
solutions. 

A two-step approach is taken for addressing these key aspects starting from the state-of-the-art 
literature results, which are complemented with measurement and best practices available within 
SUNSEE5Ωǎ ŜƭŜŎǘǊƛŎƛǘȅ ŘƛǎǘǊƛōǳǘƛƻƴ ƎǊƛŘ ŀƴŘ ǘŜƭŜŎƻƳƳǳƴƛŎŀǘƛƻƴ ƻǇŜǊŀǘƻǊǎ as well as insights in the 
envisaged wide area measurement system (WAMS) nodes and most promising communication 
technologies. 

Chapter 2 presents modelling framework for the traffic originating from SM and WAMS nodes based 
on the Open SG project results available in the literature. As the WAMS traffic model is not available 
in the literature it is built on the envisaged WAMS node measurement and reporting functionality as 
well as traffic traces generated from currently deployed SM and WAMS-like nodes in practice.  

Chapter 3 presents the formal SUNSEED definitions of the key communication requirements and 
ƛƭƭǳǎǘǊŀǘŜǎ ǘƘŜ ǘȅǇƛŎŀƭ ǊŜƭƛŀōƛƭƛǘȅ ǇŜǊŦƻǊƳŀƴŎŜ ŦƛƎǳǊŜǎ ƻŦ ƴƻŘŜǎ ƛƴ ǘƻŘŀȅΩǎ ǇƻǿŜǊ ŘƛǎǘǊƛōǳǘion grids and 
communication networks.  

Chapter 4 presents the different approaches for grid control e.g. centralized, distributed and localized 
including typical delays for grid protection and control functions. The chapter also relates the expected 
range of delay requirements to delays as defined in smart grid communication standards and presents 
example delays in existing communication systems at telecom operators. 

Chapter 5 presents the candidate networking technologies that will be considered in future SUNSEED 
work, both in the networking solution design phase and the trial phase. The LTE wireless cellular 
network is seen as primary networking technology and UMTS is seen as second alternative. The 
quantitative analysis shows that LTE can support the envisaged SUNSEED use cases from coverage and 
capacity point of view. The initial high-level functional and security architecture utilising the 
networking solutions derived in SUNSEED is also presented in Chapter 5.  

The main part of the deliverable is finalized with the conclusions in Chapter 6. 

The following activities are seen as possible follow-up on the results presented in this deliverable. The 
traffic modelling from Chapter 2 will be used for future quantitative performance evaluations of the 
network solutions designed in WP3. The traffic models will be also further enhanced when more traffic 
data is available from the prototype WAMS node developed in WP3 and WP4 and from the SUNSEED 
trial results. The performance requirements regarding communication latency and reliability as well as 
for overall system reliability from Chapter 3 and Chapter 4 will be used in WP3 for comparing different 
networking solutions. The requirements might be further detailed and (if applicable) modified based 
on the WP4 results regarding smart grid monitoring and control applications as well as business 
insights developed in WP2. From the potential candidates identified in Chapter 5 the future WP3 work 
will focus on LTE (and its successors) as this is seen as most promising networking technology for the 
future smart grid. Finally, the initial functional and security architecture insights in Chapter 5 present 
a valuable input for the design of the WAMS node in WP3 and WP4 as well as the  final security solution 
in WP3. 
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1 Introduction 

A common understanding in the electricity distribution industry is that future smart electricity 
distribution grids in the medium voltage (MV) and low voltage (LV) domain will rely heavily on 
information communication exchange between various measurement and control nodes, and the grid 
management functions as well as different applications utilizing the available information and control 
loops in the grid. The proper working of the future smart electricity distribution grids has to be enabled 
and supported by communication networking solutions that are capable of providing this information 
exchange where needed and when needed. ¢ƘŜ {¦b{995Ωǎ ŀƛƳ ƛǎ ǘƻ ŘŜǎƛƎƴ ǘƘƛǎ ƴŜǘǿƻǊƪƛƴƎ ǎƻƭǳǘƛƻƴ 
from the constraint of combining currently available networking infrastructure at the electricity grid 
operators and telecom operators, including possible evolutions of these existing infrastructures, in the 
most efficient way from technological and business point of view. This deliverable provides the initial 
insights and inputs required in the design process for the envisaged inter-connected communication 
networking solution.  

When designing any communication network, and in particular a network for supporting real-time 
management of future smart grid there are several starting questions that have to be answered. First, 
it is important to know the traffic (e.g. statistical properties of the traffic sources, their location and 
number) that the communication network has to absorb and convey. Second, the communication 
exchange among different entities for the purpose of real-time smart grid management has to satisfy 
certain quality requirements e.g. in terms of communication delay and reliability. This is required in 
order that all smart grid management functions operate properly. Finally, a selection of 
communication network alternatives available at the telecommunication network operator and the 
electricity grid operator must be effectively combined for the support of future smart grid 
management and services. This selection should be based on technology criteria regarding the traffic 
characteristics and communication quality requirements as well as on business related criteria as 
described in WP2 deliverables [1][2]. This deliverable aims at defining the first insights regarding these 
three important aspects for the design of the networking solution. These insights will be used as a 
starting point in the further SUNSEED work on the research and design of the communication network 
solution. 

1.1 Approach 

The approach taken in this deliverable is largely based on the available state-of-the-art (SOTA) in the 
relevant research fields as well as relevant measurements and practices at the electricity distribution 
grid and telecommunication operators. The improvements beyond the SOTA achieved in this 
deliverable are as follows: 

a) The SOTA traffic modelling for smart meters (SM) and wide area monitoring system (WAMS) 
nodes is consolidated from different literature sources and tailored to the use cases defined 
in SUNSEED. Additions are made to the WAMS traffic modelling based on the best insights in 
the required functionality and communication protocols for this node. The SM and WAMS 
traffic models are compared and modified based on practical deployment aspects such as 
vendor implementation and real-life traffic trace measurements currently available at Telecom 
Slovenia.  
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b) Formal definitions for the communication requirements and reliability definitions are derived 
based on the available information in the SOTA that are targeting the defined SUNSEED use 
cases. 

c) The viable alternatives to the networking solutions available in the literature are 
complemented with initial analysis of utilizing the wireless cellular networks at the 
telecommunication operator (e.g. LTE) as the networking solution for supporting the smart 
grid. Further, a selection is made of the most relevant and promising communication network 
solutions that will be investigated in SUNSEED. 

1.2 Relation to the rest of the project 

The main results from this deliverable will be used in the further design and specification of the 
networking solutions in WP3, especially as input for the analysis of network coverage and capacity 
analysis, reliability analysis, as well as for developing solutions for further improvement of the network 
scalability and robustness. The technology insights of this deliverable will be also matched with the 
business results in WP2 [1][2] in order to select the final networking solution recommendations. 
Finally, the results of this deliverable will be also used as input for the grid model in WP4 as well as in 
defining the communication network solutions for the trial design in WP5. 

1.3 Outline of this report 

The remaining of the deliverable is organized as follows. In Chapter 2 the traffic models for the SM and 
WAMS nodes are presented. The chapter contains state of the art overview of traffic models for smart 
grid applications, as well as traffic model proposals that will be used in SUNSEED based on the Open 
SG use case information [16] and available data traces from real-life implementations. Chapter 3 
addresses the definition of networking requirements for the future smart grid complemented with 
definitions about typical node reliability data in the power distribution grid as well as communication 
network nodes. Chapter 4  presents different approaches for grid control strategies and their 
associated delay requirements and relates this to smart grid communication standards and achievable 
delays in communication networks at telecom operators. An overview of different candidate 
networking solutions ƛƴ ǘƘŜ {¦b{995Ωǎ ǎŎƻǇŜ is presented in Chapter 5. This chapter contains also 
example coverage and capacity analysis of an LTE network as example technology for the 
neighbourhood area networks (NAN) domain, and case coverage study at Elektro Primorska (EP) power 
distribution grid in Slovenia covered by GSM, UMTS, and LTE network from Telekom Slovenia. The 
chapter ends with an initial communication solution and a proposal ranking of the networking 
technologies to be addressed in SUNSEED. The deliverable is finalized with the summary and 
conclusions in Chapter 6. 
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2 Traffic models for real-time smart grid control 

One prerequisite for the design of the networking solution supporting real-time management of the 
future smart grid is proper characterization of the traffic that needs to be conveyed between endpoints 
of the communication chain. Two major sources of traffic in future smart grid are the smart meter (SM) 
and wide area monitoring system (WAMS) nodes installed on various locations along the electricity 
grid, such as transformer stations, feeder lines, prosumer premises, e-car charging stations, etc. A 
typical traffic destination can be a control centre at the premises of a DSO or a telecom provider.  

This chapter analyses the SOTA in traffic modelling for smart grid in Section 2.1. Section 2.2 gives 
insight in measurement tests done by Telekom Slovenia (TS), a telecom provider in the network of a 
DSO (Elektro Primorska, EP). Sections 2.3 and 2.4 propose traffic models for SM and WAMS nodes, 
respectively, based mostly on literature validated by the measurement test. Section 2.4 finalizes the 
chapter with the traffic modelling observations for other nodes involved in the management of the 
future smart grid. 

2.1 State-of-the-art in traffic modelling for smart grid 

Numerous studies were done in the field of traffic modelling for smart girds including traffic models 
that are developed based on simulations and actual data. This section presents a selection of the 
available SOTA that was found the most complete, relevant and providing a substantial input for the 
further traffic modelling activities in SUNSEED. 

In [3], the authors perform an engineering analysis of the traffic created in cellular networks by smart 
grid including applications as Advanced Meter Reading (AMR), Distributed Energy Resources (DER) and 
Demand and Supply Side Management (DSM). The traffic engineering analysis in [3] is based either on 
a stochastic (Markovian) traffic model or on a deterministic traffic modelling, including validation of 
both models by means of simulation. 

The reason for taking into account a deterministic model is that Markovian processes are restricted to 
exponentially distributed arrivals and departures, something which holds for voice but not for 
machine-to-machine (M2M) traffic, which is the typical traffic type generated by the applications 
involved in the management of the future smart grid. The system level analysis of the cellular network 
carrying voice and data traffic next to the M2M traffic (from the smart grid applications) illustrates that 
including M2M traffic modelling based on Markovian models results in higher blocking probability for 
speech and data served next to the M2M traffic. 

Table 2-1 Traffic classes parameters for the stochastic Markovian traffic model [3] 

 

The study in [4] provides a reference data analysis based on a real working implementation of smart 
grid with over 1.9 million customers in 2013. It takes into account smart meter data and 
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neighbourhood area network (NAN) aggregation points overheads e.g. from TCP/IP overhead, IPsec 
and VPN tunnel, aggregator management and control data, and from software updates pushed to the 
smart meters via the NAN aggregator. The NAN aggregator uses wireless cellular network or satellite 
connection (in case of no cellular coverage) to convey all the data between the SM nodes and the 
central repository.  The analysis of the collected measurements presents the following insights.  For 
SM nodes, the daily average data exchange is 3.2 KB of which 90 % is outgoing and 10 % incoming. For 
the cellular wide area network (WAN) the traffic is 100 KB per month per SM and the overhead per 
NAN data collector is 200 MB per month.   

In [5] the authors propose to characterize the SM traffic sources by their packet size, data rate and 
burstiness. In order to evaluate the variety of smart grid applications the authors also propose four 
traffic classes with different requirements, as follows: 

a) Fast control traffic with small messages. Parameters: 1 message/s, 90 byte/message, 720 bps, 

bursty, and 60 % of the total traffic. 

b) Fast control traffic with large messages. Parameters:  1 message/s, 750 byte/message, 720 bps, 

bursty, and 20 % of the total traffic. 

c) Real-time traffic control. Parameters: 1 message/20 ms, 70 byte/message, 28 kbps, 

deterministic, and 10 % of the total traffic. 

d) Uncritical background data traffic. Parameters: 1 message/s, 750 byte/message, 250 bps, 

bursty, and 10 % of the total traffic. 

The authors conclude from the simulations that real-time traffic with delay requirements of few ms 

cannot be achieved. Further, the utilization plays an important role and there seems to exist a 

boundary (of about 94%), which when exceeded the requirements can only be met if there exist a 

prioritization in some form, e.g. as a priority queue.  

In [6] the authors investigate the use of LTE for smart grid. For the traffic source modelling, the study 
proposes the use of NIST smart grid requirement details as given in [8] and illustrated in Table 2-2. It 
can be seen that in most cases 100 kbps per node are required, except for the case of wide are 
situational awareness, where a maximum of 1500 kbps are required. However, the source document 
of the NIST smart grid requirements [8]  indicates that the content presented in Table 2-2 summarizes 
the input of commenters, and does not reflect a technical assessment by the United States DOE. For 
example, the availability of AMI is in practice typically around 80%. Therefore, the proposed NIST traffic 
modelling related information has to be taken with some reserve. 

Table 2-2 NIST smart grid requirement details (from [8]) 

Application Bandwidth Latency Availability 

AMI 
10-100 kbps/node, 

500 kbps for 
backhaul 

2 - 15 s 

99 - 99.9% 
Demand-Response 

14 kbps - 100 kbps 
per node/device 

500 ms -
several 
minutes 

Wide Area Situational 
Awareness 

600 - 1500 kbps 
20 ms - 200 

s 

Distribution Energy 
Resources and Storage 

9.6 - 56 kbps 20 ms - 15 s 
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Electric 
Transportation 

100 kbps 2 s - 5 min 

Distribution Grid 
Management 

9.6-100 kbps 100 ms - 2 s 

 

 

A white paper in [7] provides a detailed reference insight on a data traffic analysis based on 
assumptions under specific scenarios.  The analysis shows that the amount of SM traffic with typical 
configuration (mostly for billing purposes) is between 1.2 and 1.3 MB per year. The analysis further 
provides the required bandwidth per SM and set of SMs, depending on the length of the response 
interval between five s and 12 hours. The analysis quantifies also some peak traffic scenarios 
depending on the response interval and the amount of SMs involved in the event.  In the worst-case 
scenario, 1000 smart meters required around 70 kbps bandwidth each. However, the generated traffic 
increases drastically when compared to a regular usage (e.g. response times of 1 hour). These traffic 
assumptions are considered modest for SUNSEED, where we will assume more demanding traffic 
requirements. 

Another relevant source of traffic models for smart grid is the analysis of machine type communication 
(MTC) and smart grid systems is 3GPP. In [9] a number of general recommendations for evaluating 
MTC applications using simulations are given. First, it is assumed that traffic originates only from 
mobile devices, i.e. no polling from a central server. Further, 3GPP proposes to consider uncoordinated 
and coordinated behaviour. For the uncoordinated behaviour, the arrival process is assumed to follow 
the Poisson distribution with intensity of reporting intervals ˂ set to five s, 15 min, 1 h, or 1 day. Report 
sizes can be 10, 200, or 1000 bytes. For the coordinated arrivals, i.e. event-based arrivals, a time-
limited distribution with the same report sizes is used. Specifically, for this time-limited case 3GPP 
proposes to use the beta distribution with shape parameters h=3 and ̡ =4,  

More specifically targeted to smart meters in LTE systems, 3GPP in [10] has the following 
recommendations. Nodes are non-mobile and the density is around 1000 devices per sector. Nodes 
are always attached unless under abnormal circumstances. Payload sizes range from 500 to 1000 bytes 
and reporting intervals can be 5 min, 15 min, 1 h, 6 h, 12 h, or 24 h. In case of unsuccessful transmission, 
the data should be accumulated and sent in next reporting interval. For events such as alarms, a delay 
of up to 1 min is allowed, however different types of events may have different delay requirements. 

In [11] 3GPP further specifies examples of the household densities and corresponding number of MTC 
devices within each LTE cell for London and Tokyo, as two examples of dense urban area. They assume 
that each home has three MTC devices and that the dense urban cells have 926 and 1714 homes per 
cell, respectively. For urban cells (lower household density but larger radius), the number of homes 
per cell is 3941 and 9017, respectively. Furthermore, 3GPP characterizes typical uplink (UL) traffic as 
non-mobile of mobile. For non-mobile, the report interval is 1 min, 5 min, 30 min, or 1 h, with payload 
sizes of 1000 or 10000 bits. For the mobile case, report intervals of 5 s, 10 s, or 30 s with payload size 
1000 bits are considered. 

In [12] two different traffic models are proposed to evaluate MTC in LTE. The first traffic model 
considers from 1000 to 30000 MTC devices, where the arrival distribution is uniform with interval 
1 min. The second traffic model considers the same number of devices, but assumes beta distributed 
(with h =3 and ̡=4 as specified few paragraphs above) arrivals over a period of 10 s. In addition to these 
traffic models, the document also specifies in details different LTE configurations that can be 
considered. 
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In [13] a simple traffic model is defined that considers one IP packet pair (1 Uplink (UL) + 1 
Downlink(DL)) being transmitted every 30 s, 1 min, 5 min, 10 min, or 30 min per device. In a more 
recent work, the authors based their traffic model in a mix of a deterministic and a Poisson arrival 
process, representing the fixed scheduled traffic and the event driven ones. The result was a non-
Markovian process, which according to the study is a more accurate representation of the SG 
communication traffic. 

Another exhaustive source of information for smart grid traffic models is the Open Smart Grid project 
[15], [16]. This project has compiled a complete list of the messages being exchanged between entities 
of a smart grid system, divided into use cases and different communication domains. For each type of 
message, the payload size, delay requirements, time of occurrence, reliability requirements and 
occurrence rate is specified. The occurrence rate is however not specified in absolute numbers, but 
rather being dependent on a specific deployment configuration and likelihood of various system 
events. Therefore, it is not possible to get concrete arrival rates directly from the traffic specification. 

Note here that aggregators/concentrator nodes and their traffic modelling are left intentionally out of 
scope for this deliverable. These nodes are clustering/aggregating the traffic from multiple SMs, 
compress it and send it towards a higher layer node in the communication architecture. Lƴ ǘƻŘŀȅΩǎ 
implementations, smart meters are typically connected via PLC to aggregators/concentrator nodes and 
their aggregated traffic is then conveyed further towards the distribution control centre via e.g. a GPRS 
connection. At this point in SUNSEEDΩǎ ǊŜǎŜŀǊŎƘ it is not critical to have aggregator traffic models, 
because this traffic models can be derived later (when needed) from statistical addition of many 
individual SM nodes (or WAMS nodes if applicable). Additionally, initial studies in SUNSEED are focused 
on studying the underlying traffic patterns of the smart meters (also WAMS nodes) and then 
investigate whether it is feasible to have each smart meter connected individually using cellular 
technologies without an intermediate aggregator node. 

It should be stressed here that it is not possible to devise a generic traffic model for the SM nodes that 
fits all use cases, since the variety of use cases and external events influence the generation of 
messages and hence the traffic patterns. There is an abundance of literature about smart grid traffic 
models built on different applications that generate the particular traffic, using different approaches 
(e.g. theoretical, traffic traces based) and assumptions. Regarding the traffic arrival process, the 
majority of sources seem to agree in the usage of three main types of message arrival distributions: 
Poisson (Markovian), beta and deterministic. The Poisson (Markovian) is typically applicable to human 
type communications, and not to MTC such as traffic generated by Smart Grids applications. The 
assumptions in respect to number of nodes, message sizes and reporting intervals may vary, with 
ultimate effect on the required bitrate per node and in total. Message sizes ranging from 10 bytes up 
to few KB (e.g. Open SG, excluding firmware updates) are taken into account, while message-reporting 
intervals can be as low as 20 ms and as high as 24 hours (e.g. excluding firmware updates). Currently, 
the most extensive work on SG traffic modelling seems to be the Open SG project [15], and therefore 
the smart meter and WAMS traffic model in SUNSEED illustrated in Section 2.3  and Section 2.4, 
respectively, are heavily based on the Open SG models.  

2.2 Measurement tests 

We want to establish the quantitative behaviour and impact of smart meters within mobile 
communication network environment. Furthermore, we would like to measure also some kind of 
existing WAMS node and use those results as inputs to our communications network solutions 
planning. For this purpose, measurement tests were performed with monitoring data traffic that runs 
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over 3G and 4G network within dedicated commercial APN (smart meters) and development APN. 
Traffic traces were collected for several months and are representative of both types of devices under 
test.  

We choose the monitoring of home energy hub devices, since they approximate our future design of 
WAMS node in important aspects: periodic reporting, low reporting period, and possibly direct 
connection to mobile network. The observed traffic patterns and behaviour will thus resemble those 
of WAMS node that we propose on the project. We have to note, that WAMS will collect and report 
more data (voltage, current, real and imaginary power, harmonics) and more frequently (< 1 s), thus 
the final decision on the WAMS node protocol used will also be based on the traffic behaviour reported 
here (e.g. TCP vs. UDP, another upper layer protocol as XMPP, RMQ, MQTT or not). 

Methodology, data collection and performance indicators with results and conclusions are described 
in the sequel.  

2.2.1 Methodology for data collection 

We are gathering mobile core KPI and communication traffic traces of two types of devices: 

1) Smart Meter (SM). Classical smart meters (approximately 1300), from a mix of vendors (e.g. 
Landis+Gyr, Iskra Emeco), that are connected to mobile communication link either directly or 
via PLC concentrators (from the same vendors). 

2) Home Energy hub (HEH). Energy monitoring device developed on EU FP7 project eBADGE [16] 
, that are in the experimental, low volume (approximately 50) field trial stage. It measures real 
power on 3 to 6 power lines. Data is packed into RMQ (Rabbit Message Queue) protocol over 
TCP/IP to establish reliable communication channel and minimise loss of data. In case of 
communication channelΩǎ link loss, HEH locally stores data in RMQ that upon reestablishment 
of communication performs an uplink burst of data transmission with all the internally stored 
data measurements. After this procedure, a normal data transmission with periodical 
reporting resumes. The data-reporting period is five seconds directly over mobile 
communication link, which is by default set to 3G, but HEH may choose to transmit via 4G if 
SNR margin is sufficient. 

2.2.1.1 Communications network setup  

The mobile network is the primary communication channel for both types of monitored devices: smart 
meter, and home energy hub. The primary difference is that smart meters are, in the vast majority, 
connected via PLC communication link to PLC concentrator that is connected to mobile network. 

Two APNs were created for the two different types of monitored devices. The monitored smart meters 
are from EP, as they are used on the field already through TS provided APN called APN_sm. The APN 
for HEH was created during eBADGE project, but monitoring was started as part of SUNSEED project 
and is called APN_HEH. Both APNs are connected to 3G (APN_sm) and 4G (APN_HEH) mobile core.  

2.2.1.2 Monitoring process 

We collect two types of data, namely the data traffic from APN and the relevant key performance 
indicators from the mobile core generated by this traffic. All collected data is per APN. The process of 
monitoring comprises two large pools of data traces, collected from different sources within the 
mobile core. The traffic trace collection is very dependent on performance limitations of certain 
elements within the mobile core, established monitoring software solutions and monitoring processes 
within TS. We do not see this as a limitation, but rather as opportunity to detect what needs to be 
changed in order to fulfil future collection of data from dense smart grid communication networks. For 
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example, current smart meters may report collected measurements (from 15 min reporting periods) 
only once per day for households and down to once per 15 min for industrial environments. Integrating 
WAMS nodes on a large scale within smart grid is forcing us to rethink the monitoring process to cope 
with new types of traffic types.   

We are observing charging data records (CDR) of both APNs. The data observation from the two APNs 
differs in types of interfaces attached from mobile core and type of collection (e.g. real-time versus 
non-real time). The data traffic traces for both APN are described as follows: 

1) APN_sm: this is the APN with smart meters. CDR off-line charging, interface Gz, up/down 
[bytes] traffic per 1 h period, cumulative. Approximately 1300 smart meters and PLC 
concentrators are within this APN. 

2) APN_HEH: this is the APN with HEH. On line charging, interface Gy, up/down [bytes] traffic per 
1 min period, cumulative. Approximately 50 energy hubs are within this APN. 

 

The key performance indicators (KPIs) are gathered from mobile core elements (GGSN, PGW) and are 
collected per 15 min period for each APN. The most interesting are the KPIs associated with PDP 
contexts and uplink (end-device to mobile core) traffic. A custom TS build program called Netmonitor 
gathers statistics by querying and gathering SNMP responses from mobile core. Consequently, we 
define also derived key performance indicators in order to take into account the different number of 
devices per APN. In the following, a brief description of the used KPIs is given:  

1) ggsnApnActivePdpContextCount: The number of active PDP contexts associated with the 
APN. PDP counts contexts, whereas subscribers count unique IMSI. 

2) ggsnApnAttemptedActivation: The total number of attempted PDP context activations for this 
APN. It is incremented even when a Create PDP Context Request is silently discarded. Derived 
attempts include Failed (= Attempted ς Completed). 

3) ggsnApnCompletedActivation: The total number of completed PDP context activations per 
APN.  

4) ggsnApnUplinkPackets: Total number of uplink Gn (2G, 3G) and S5 (4G) user plane packets 
processed on a per APN basis by the GGSN or PGW. It counts pure data traffic packets. 
Incremented when an uplink packet received over the Gn or S5 user plane interface is sent 
over the Gi or SGi interface. 

5) ggsnApnUplinkbytes: Total number of uplink Gn (2G, 3G) and S5 (4G) user plane bytes 
processed on a per APN basis by the GGSN or PGW. It counts pure data traffic packets. 
Incremented when an uplink packet received over the Gn or S5 user plane interface is sent 
over the Gi or SGi interface. 

 

Based on these KPIs, we defined and are showing derived KPIs that are relative performance metrics 
(expressed either as absolute or percentage), allowing us to compare behaviour of both APNs. A brief 
description of derived KPI follows: 

1) FailedActivation: Number of failed PDP activation attempts. FailedActivation = 
ggsnApnAttemptedActivation ς ggsnApnCompletedActivation. 

2) FailedActPerActivePdp: Number of failed PDP activation attempts per active PDP. This is a 
relative measure and is direct indicator of network quality, robustness of protocols, SNR at end 
node. FailedActPerActivePdp = FailedActivation / ggsnApnActivePdpContextCount. 



    

D3.1 Traffic modelling, communication requirements Χ for real-time smart grid control. Version2.0 

 

SUNSEED, Grant agreement No. 619437  Page 24 of 118 

 

3) AttActPerActivePdp: Number of attempted PDP activation attempts per active PDP. 
AttActPerActivePdp = ggsnApnAttemptedActivation / ggsnApnActivePdpContextCount. 

4) UplinkbytesPerActPdp: Number of uplink bytes transmitted per active PDP. This is a relative 
metric and is a direct indicator of uplink traffic per end node device, averaged over 15 min 
period. UplinkbytesPerActPdp = ggsnApnUplinkbytes / ggsnApnActivePdpContextCount. 

5) UplinkbytesPerUplPckts: Number of bytes per packet in the uplink direction. This is a relative 
metric and exposes the usage of upper layer protocols, and message lengths used for 
communications. UplinkbytesPerUplPckts = ggsnApnUplinkbytes / ggsnApnUplinkPackets. 

 

All the data was stored in PostgreSQL database, and the statistical analysis was performed in RStudio 
using statistical language R. 

The measurements obtained in this study are presented in more details in Appendix A. The following 
two sections are describing the proposed smart meter and WAMS node traffic models. These sections 
include selected results from the data collection at TS that are presented and compared to the results 
of the proposed traffic models. 

2.3 Smart meter traffic model 

The SM traffic model in SUNSEED is based mostly on literature and more precisely on the Open SG 
project [15][16], including comparison with real data measurements from TS, as was analysed in 
Section 2.2.  Note that in the follow-up of this deliverable the SM traffic model might be tuned with 
addition of some custom messages. In order to get the corresponding packet and traffic information 
the SUNSEED use cases are matched, to the extent possible, to use cases from Open SG . Because more 
than one Open SG use case can be matched to a single SUNSEED use case all the relevant Open SG use 
cases are combined in order to derive the corresponding total traffic requirements in terms of 
bandwidth, latency and reliability. The reader is referred to Appendix B and Appendix C for more 
details. Note that some Open SG use cases were left out of the analysis in Figure 2-1, as well as in  
Appendix B and Appendix C, while they might be added in a later stage if found appropriate. These use 
cases, such as e.g. firmware and program or configuration updates, are seen as less relevant from 
SUNSEEDs point of view, due to the very sporadic occurrence and their low priority in relation to other 
Open SG use cases. 

The overall required bandwidth in byte/s in the downlink (DL) direction (i.e. from the smart grid 
management system towards the SM) and uplink (UL) direction (i.e. from the SM towards the smart 
grid management system) is illustrated in Figure 2-1. The results in Figure 2-1 assume varying number 
of SM nodes located in one cell from the wireless cellular network and that there are five smart grid 
compliant appliances events for each household (see Appendix B for explanation). Further, it is 
assumed that for outage-ōŀǎŜŘ {a ǊŜǇƻǊǘƛƴƎ ǘƘŜ ƭŜƴƎǘƘ ƻŦ ǘƘŜ ƳŜǎǎŀƎŜ ōǳǊǎǘ ƛƴǘŜǊǾŀƭ ʵʆ ƛǎ Ŝǉǳŀƭ ǘƻ 
10 s. For more information on the Open SG use cases, payloads and actors, the reader is referred to 
[16].  

The following main observations can be derived from the result in Figure 2-1: 

a) In the DL direction the most bandwidth demanding use case ƛǎ άOutage and Restoration 
Managementέ, which is closely related to the SUNSEED use case 3 (i.e. Intelligent Fault 
Identification and Localisation, IFIL). The άtricing (RTP)έ use case is closely related to the 
SUNSEED use case 1 (i.e. Massive Prosumer Participation for Demand Response, MPPDR). The 
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traffic generated from the other Open SG use cases is 3 to 6 orders of magnitude lower and 
therefore out of scope in the planned SUNSEED design of the network solutions. 

b) In the UL direction, the most bandwidth demanding use cases are: άOutage and Restoration 
Managementέ, that is closely related to SUNSEED use case 3 (i.e. IFIL), άScheduled Meter 
Interval Readέ, that is closely related to SUNSEED use case 2 (i.e. Advanced Distribution 
Network Management System Platform, ADNMSP) and άDemand Responseέ, use case that is 
closely related to SUNSEED use case 1 (i.e. MPPDR). The traffic generated from the other Open 
SG use cases is 1 to 4 orders of magnitude lower and is therefore out of scope in the planned 
SUNSEED design of the network solutions. 
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Figure 2-1: DL and UL bandwidth requirements as a function of SMs per cell for different 
Open SG use cases 

The definition of different messages as generated by the smart meter can be derived from the 
SUNSEED use cases [18]. 

Next to the overviewed literature as illustrated in Section 2.1 the traffic model can be modified or fine-
tuned based on real-life measurements as available from the data collection in TS presented in Section 
2.2. From the Open {D ǳǎŜ ŎŀǎŜ ά{ŎƘŜŘǳƭŜŘ aŜǘŜǊ LƴǘŜǊǾŀƭ wŜŀŘέΣ ǿŜ ƘŀǾŜ ŘŜǊƛǾŜŘ όǎŜŜ !ǇǇŜƴŘƛȄ .ύ 
an average value of 0.22 bytes/sec required for uplink, which corresponds to 198 bytes per 15 minute 
interval. This value is comparable with the 180 bytes/15 min found in the measurement test results in 
Appendix A. Further, this value is not far from the value of 238 bytes/15 min that the SM vendor has 
shared with us. Therefore, we can conclude that the Open SG assumptions are quite realistic and can 
be further used. The mentioned values represent the requirements only for billing/charging 
information, as it is used currently by the DSOs.  For the scope of SUNSEED project, however, the SM 
traffic model could be extended with additional messages if found appropriate for correctly capturing 
the traffic exchange in the different SUNSEED use cases. 

Next to the generated traffic per SM, the traffic modelling in SUNSEED requires input on the spatial 
distribution and number of SM nodes. An example source for this input is provided by the оDttΩǎ 
recommendation [11] for dense urban areas. Table 2-3 and Figure 2-2 show results of geospatial SM 
density analysis for urban and rural regions considered in the SUNSEEDΩǎ trial network area. The 
highest density of SM per square kilometre is in the area of the city of Nova Gorica and it reaches 2200 
SM/Km2. Opposed to that the DSO Elektro Primorska region is typically represented by rural and 
mountainous area with low number of small cities, where the density is approximately ten times lower. 
For big cities, it has to be assumed a density value of up to 4000 SM/km2. 
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Table 2-3: Estimation of SM density in Elektro Primorska power distribution network 

Area type Max density [SM/km2] Min density [SM/km2] 

Urban 2200 1000 

Rural 200 20 

 

 

Figure 2-2 : Example results of geospatial SM density analysis for urban region  

2.4 WAMS node traffic model 

The main starting point for the modelling of the traffic generated from a WAMS node is the Phasor 
Measurement Unit (PMU) traffic model. This is because the WAMS measurement functionality as 
envisaged within SUNSEED is different from SM traffic and more aligned with the conventional PMU 
node. The installation of WAMS nodes in MV/LV electricity grid is beyond SOTA and at the core of 
SUNSEED development. Hence, regarding WAMS traffic modelling we need to start from available PMU 
traffic data and the relevant tests data as illustrated in Section 2.2. According to [19], the PMU 
requirements drive a hierarchical architecture as shown in Figure 2-3. Every level represents a different 
aggregation layer. For each level, the time frame durations for the collected measurements are also 
given and are presented in the Table 2-4.  

From Table 2-4 it can be seen that the raw (lowest level) measurements from PMU have a frame time 
length of 10-100 ms. At the lowest data aggregation level the time frame of 10-100 ms is related to 
very high-speed critical decisions at e.g. transformer substations. On the other hand, at the highest 
aggregation level (from the electricity grid system point of view) the real-time monitoring of the 
electricity grid is performed on the time span of a few seconds and then the PMU reports measurement 
statistics such as average, minimum, maximum, etc.  
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In SUNSEED, it is assumed that the WAMS node will be installed in the Medium Voltage (MV) and Low 
Voltage (LV) electricity distribution grid with similar measurement capabilities as the PMU. Moreover, 
we assume that for the WAMS, the reporting period on the lowest data aggregation level is on  100 ms 
time interval and directly aggregated in the highest data aggregation level, where the real-time 
monitoring occurs.  

 

 

Figure 2-3: PMU data collection topology 
 

Table 2-4: Required time frames durations per data aggregation level (from [19])  

Data aggregation level Type of control Time frame duration 

lowest (local) Very High Speed Decisions 10-100 ms 

middle  High Speed Decisions 0.1-1 s 

highest Real Time Monitoring >1 s 

 

The data size contained in each time frame is given in [20] and shown in Table 2-5, where  nph equals 
the number of  phasors (voltage (V) and current (I) waveforms described mathematically), nan equals 
the  number of analog data parameters, and ndig equals to number of digital data parameters. 
Additional measurement/control data parameters represented by nan and ndig could be e.g. frequency, 
rate of change of frequency, switch status etc. In every packet, irrespectively of its size, there is a 
header of 22 bytes.  

In SUNSEED the minimum phasor measurement per point within the electricity grid collected via the 
WAMS node for state estimation purpose would be 6, because in a 3-phase system, we have a voltage 
and current measurement per phase (i.e. 3xV + 3xI). Most household loads are single-phase, however 
individual households can have 3-phase system installed, e.g. when using larger loads as heat pumps 
or photovoltaics. It also has to be noted that the data maybe be converted and sent in any higher layer 
packet type format, e.g. XML, JSON, thus the depicted numbers in Table 2-5 are the lowest bounds. 
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Table 2-5: Data frame size calculation 

Format Size of data frame [bytes] 

16-bit 22 + (nphҎпύ Ҍ όƴanҎнύ Ҍ όƴdigҎнύ 

floating-point 22 + (nphҎуύ Ҍ όƴanҎпύ Ҍ όƴdigҎнύ 

 
Assuming minimum parameter values, i.e. nph=6, nan=1 and ndig= 1, and fixed-point (16-bit) or 
floating-point arithmetic the PMU message size and throughput can be calculated as illustrated 
in Table 2-6. These figures represent the individual throughput from each WAMS, which is 
aggregated in the real-time monitoring module in the highest data aggregation level. For the 
SUNSEED use cases, we will assume floating-point data format as this is the highest resource 
demanding data depiction.  
 

 Table 2-6:  PMU message size and throughput for nph = 6, nan = 1, ndig = 1  

Data 
format 

Data frame size [bytes] 

PMU throughput [kbps] 

(10 ms time 
frame) 

(100 ms time 
frame) 

(1 s time 
frame) 

16-bit нн Ҍ όсҎпύ Ҍ ό1Ҏнύ Ҍ ό1Ҏнύ = 50 40 4 0.4 

floating-
point 

нн Ҍ όсҎуύ Ҍ ό1Ҏпύ Ҍ ό1Ҏнύ = 76 60.8 6.08 0.608 

The SUNSEED objective is that the WAMS node samples data with a frequency up to 100 Hz, 
and sends a packet towards the smart grid management system with all the samples 
concatenated every 0.1 or 1 s (i.e. reporting period). This also closely corresponds with the 
literature, e.g. 20 - 60 Hz reporting frequency in [21], 10 - 50 Hz in [22] or up to 180 Hz sampling 
frequency in [23]. Additionally, we consider the addition of an IPv6 (IPv4) and UDP headers of 
40 (20) and 8 bytes, respectively. This correspond relatively well with numbers reported in the 
literature, e.g. 50 bytes of payload and 52 bytes for overhead in [21],  74-98 bytes of payload 
in [24], and packet sizes of 100-200 bytes in [23]. Based on these assumptions and the second 
column of Table 2-6 (size of the floating-point sample equal to 76 bytes) the required 
throughput to support a number of WAMS nodes in one cell of the wireless cellular network 
can be calculated as illustrated in Figure 2-4. Different lines provide calculations for all six 
combinations of considered measured2 sampling frequencies (i.e. 10, 50 and 100 Hz) and 
reporting rates (i.e. 1 and 10 Hz).  
 

                                                           

2 In reality each measurement consists of many not visible samples done in chip already to achieve accuracy,; 
here we count the measurement result is stored and shown in the register. 
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Figure 2-4: Required throughput as a function of number of WAMS nodes per cell, assuming 

nph=6, nah=1, ndig=1 

 

Specifically, for a single WAMS node, assuming 50 Hz sample rate, 1 Hz report interval, IPv6 and UDP 

headers, and the 6+1+1 channels configuration described above, the required data rate is 3848 

bytes/sec. In comparison, the Home Energy Hub (HEH) device in the measurement test in Appendix A, 

which however has a lower sample rate of 2-3 measurements per second, uses a different 

measurement format, and also uses a 5 sec report interval, requires approximately 35 KB/min. This is 

equivalent to 583 byte/sec for the typical periodic reporting traffic. For the final WAMS node design, 

where <=1 sec reporting interval is intended, it can be expected that at least 583*5 = 2917 bytes/sec 

data rate is required (if the same JSON measurement format is used). 

Next to the amount of generated traffic per WAMS node, an important parameter for the WAMS traffic 

modelling is the amount and spatial distribution of these nodes. From the literature, it can be found 

that WAMS nodes have to cover approximately 15 % of all power grid nodes in LV network [25]. Within 

SUNSEED it has been estimated that spatial density ratio between WAMS and SM nodes is 1:3 in the 

rural type of network and 1:6 in urban scenarios. However, this relationship is highly depending on 

many other factors like city density and residential, commercial and industrial parts of covered area. 

The numbers in Table 2-7 related on the circumstances of Elektro Primorska power distribution 

network with lower geospatial density comparing to other typical DSOs. 
















































































































































































