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dB Decibel (logarithmic unit used to express the ratio of two values of a phy
quantity)

dBm dB logarithmiovalue relative to 1 mW

AMQP Advanced Message Queueing Protocol

APN Access Point Name

BS Base Station

BW Bandwidth

CDF Cumulative Density Function

CP Control Plane

CPE CustomerPremises Equipment

DC Data Concentrator

DG Distributed Generation

DHCP Dynamic Host Configuration Protocol

DL Downlink

DRX Discontinuous Reception

eNB Evolved Node B

EOL End of Life

FDD Frequency Division Duplex

GPRS General Packet Radio Service

GPS Global Positioning Systems

GUI Graphic User Interface

HARQ Hybrid Automatic Repeat Request

HSPA High Speed Packet Access

HSUPA High Speed Uplink Packet Access

ICMP Internet Control Management Protocol

ISP Internet Service Provider

JSI JozefStefan Institute

JSON JavaScript Object Notation

KPI KeyPerformance Indicator

LISN Line Impedance Stabilization Network

LTE Long Term Evolution

LV Low Voltage

MIB Management Information Base

MIMO Multiple Input Multiple Output

MO Mobile Originated

MPLS Multi-Protocol Label Switching

MQTT Message Queug&elemetry Transport

MSS Main Supply Substation (HV/MV)

MV Middle Voltage

osl Open Systems Interconnection (standardization model proposed by ISO
with ITUT)

0SS Operation Support System

OowD One Way Delay

PDF Probability Density Function
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PDSCH Physical Downlink Shared Channel

PDP Packet Data Protocol

PLC Power Line Carrier

PMU Phasor Measurement Unit

QAM Quadrature Amplitude Modulation

PRB Physical Resource Block

RA Random Access

RAN Radio Access Network

RMQ RabbitMQ

RSRP ReferenceSymbol Received Power

RSSI Received Signal Strength Indicator

RTT Round Trip Time

SA State Estimation

SFSK Spread Frequeneghift Keying

SNMP Simple Network Management Protocol

SM Smart Meter

SINR Signalto-Interference and Noise Ratio

SNR Signaito-Noise Ratio

SPM Synchro Phasor Measurements

TBS Transport Block Size

TCP Transmission Control Protocol

TDD Time Division Duplex

TS Telekom Slovenije

TRIA Transmit and Receive Integrated Assembly (part of satellite antenna)
TBS Transmit Blok Size

TS Transformer Station (MV/LV)

UE User Equipment

UL Uplink

UMTS Universal Mobile Telecommunications Service
UP User Plane

VPN Virtual Private Network

WAMS Wide Area Measurement System

WAMSc PMC WAMS Power Measurement and Control
WAMS¢ SPM WAMS Synchr&®hasor Measurement

xDSL X (= Ac asymmetric, & symmetric, \E very high bit rate) DSL
XMPP Extensible Messaging and Presence Protocol
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SUNSEED proposes an evolutionary approach to utilisation of already pcesemunication networks from

both energy and telecom operators. These can be suitably connected to form a converged communication
infrastructure for future smart energy grids offering open services. Life cycle of such communication network
solutions consig of six steps: overlap, interconnect, interoperate, manage, plan and open. Joint
communication networking operations steps start with analysis of regional overlap of energy and
telecommunications operator infrastructures. Geographical overlap of energg aommunications
infrastructures identifies vital DSO energy and support grid locations (e.g. distributed energy generators,
transformer substations, cabling, ducts) that are covered by both energy and telecom communication
networks. Coverage can be realiswith known wireline (e.g. copper, fibas) wireless and mobile (e.§Vi-Fi

4G) technologies. Interconnection assures @rehd secure communication on the physical layer between
energy and telecom, whereas interoperation provides network visibility ssach of smart grid nodes from

both operator (utility) sides. Monitoring, control and management gathers measurement data from wide area
of sensors and smart meters and assures stable distributed energy grid operation by using novel intelligent real
time analytical knowledge discovery methods. For full utilisation of future network planning, we will integrate
various public databases. Applications build on open standards (W3C) with exposed application programming
interfaces (API) to 3rd parties enable atien of new businesses related to energy and communication sectors
(e.g. virtual power plant operators, energgrvices providers for optimizing home energy use) or enable public
wireless access poin{@\Ps)(e.g. Wi-Fi nodes at distributed energy generatlocations). SUNSEED life cycle
steps promise much lower investments and total cost of ownership for future smart energy grids with dense
distributed energy generation and prosumer involvement.
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The deliverable represents comprehensive field trial validatitm=using on installations of physical
equipment, communication network and power measurements with all developed supporting
services for managing smart grid observability in real tiMe made validation for physical
installations on field trial, commuréation network with developed communication solutions and for
power measurementas irputs for developed applications.

On field trial which consists of four different locatioB%9 ofcommunication nodes were set up81

of them being smart meters and 38 AMS SPM used for synchronized real tivodtage phasors
measurementsSome deviations regarding first installation plans occurs due to several unpredictable
technical and nortechnical reasons likedoption of developed solutions needs, foreign ownership

of secondary substations and equipment, no load or very small load presence on supplying 20/0,4 kV
transformer, etc.. On the other hand some additional installations were made to demonstrate
usefulness of WAMS SPM for detecting phase sequence detdottreen neighborhoods main
supply substations in case of reserve supply restoration.

Regarding communication network performanoge haveanalysedthe latency performance (by
measuring the RTT) of the SUNSEED smart grid communication network and briefly looked at the
one-way delay of the WAMSPM power measurement data. The communication netwbat was

usedis primarily LTE and in sonhecations,alternative solutions such as UMTSber,and satellite
communication. At the application layer, a lightweight M2M messaging protocol called MQTT has
been used in conjunction with RabbitMQ, a messaging broker softwae found out that fibrenas

the beg latency performance (i.e. lowest RTT) followed by LTE, UMTS and satellite, which conforms
to the general expectationThe measured latency performance of LTE (mean RTT betweds0 20

ms) conforms with the useplane RTT values from existing studies aiett ftrial results in the
literature. Itisalsosensitive to the radio conditions namely UL and DL SINR, and RSRP.

The analyses on field trial also shows thla¢ actual endend delay relevant from a smart grid
perspective is dependent not just on ttemmunication network but also more importantly on the
application layer architectureHence, it is important to design the application layer architecture
according to the type of application layer protocol being used,ftequencyof measurements and

the number of devices reporting those measurements. One possible solution in this regard is to have
multiple application servers for load balancing.

Traffic flow analysebave shown that the traffic flow of WAMSPM devices depends highly on the
type of network connection. While all devices transmit 50 power measurements per second, the TCP
and RabbitMQ protocols used adapt to the link properties and conditions, which affects the number
of IP packets being transmitted and their sizes. Fiber uses many srock#étpawhereas LTE and
UMTS send larger amounts of data per packet.

Regarding power measurements validatiore are focusing to those measurementshich will
enable the full observability and forecasting of the distribution system, either as an input
measirement in the distribution system state estimation, or as an independent measurements
serving as an input into forecasting modules or just for presentation in the visualisation saftware
Evaluation of the distribution system state estimation (DSSE) was do one field trial location.
Validation analyse shows that magnitude error is smaller than 0.2 % and phase error is below 0.01
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degrees.Prediction evaluation shows that regression models work only slightly better than moving
average models at very shahd at longer prediction horizons.

Finally we estimate the business potential for PMU devices roll out. Main benefits for DSO which

could be useful immediately aredreasingpotential for connections of new network usersoltage
unbalances reductionard outages reductioedue to failed phase sequence
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The deliverable represents comprehensive field trial validations with focusing on installations of
physical equipment, communication network and power measurements with all developed
suppoting services for managing smart grid observability in real time. In project we set up 819 of
communication nodes with 781 of smart meters and 38 of WAMS SPM for synchronized real time
measurements of voltage phasors. Devices have been connected on cooatiomi network
thorough four different communication scenarios to test and compare performance currently most
present communication technologies like fibre, mobile (UMTS, LTE) and satellite communications. In
general the whole system design completely ifuuite ambitious object sending voltage phasors
data les then once per second.

Deliverable is divided on five chapters. Physical validation of installed WAMS devices and smart
meters regarding plans from previous deliverables (D5.1.2 and D3.2u23ligsed in Chapter 2. Then
follow two main chapters validating Sunseed crucial achievements. In Chapter 3 validation of
communication networks with developed solutions and services supporting measurements WAMS
devices is made. Performance of real time m#@ments with advance managing tools like load
forecasting and state estimations for increasing observability in power distribution network is
analysed and validate in Chapter Zhen still following Conclusion and Literature.
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Smart meters and WAMS SPM devices installations were planned in schedule from deliverables
D51.2 and later on D3.3.Zablel below shows planed numbers from deliverables and realized
installations on all field trial location&Ve set up 819 of communication nodes with 781 of smart
meters and 38 of WAMS SPM for synchronized real time measurements of voltage pkasors.

table it could be recgnized that there are some deviations in numbers especially for WAMS SPM
devices. Reasons for this we analysprivsecution.

Tablel. Realization of SM and WAMS installations regarding plans in deliverables D5.1.2 and D3.3.2

‘ PLANNED INSTALLATIONS ‘ REALIZED INSTALLATIC
Deliverable: D5.1.2 D3.3.2 D5.2
SM |WAMSSPM SM | WAMSSPM SM | WAMS SPM
Main supply
substation 4 12
(110/20 kv
Secondary
substation 855 76 38 781 26
(20/0,4 kV)

2.1 Validation of WAMS SPM nodgzhysical installation

Table2, Table3, Table4 and Table5 show WAMS SPM installations separate for each field trial

location. The best coverage lveten plans and realization is presented in Kromberk, then following
wktTRNIIi2S . 2yATFALL YR YySOFe® . SaARSa O0O2yySOiGArz
foreseen in plan from D5.1.2 also the connections on disperse generationvdiiel was later

abandned and numbers decreased consequentliiere are two main reasons for this. For first state
estimation algorithm considers measurents in low voltage nodes as ps#uobtained from smart

meters. Voltage asor measurememt are possibleat secondary subations meanwhile in low

voltage grid the angles between nodes are too small for detection. Secondly, installation on site with
generation is quite comprehensive due to regulatory prescribed equipment of its network
connection point which demands considetaladoption of measurement place.
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Table2. Validation of physical installation for field trial location Kromberk

WAMS SPM location - Planned
_ _ _ MSS or SSB num. of Installed nm. of N
Field trial location WAMS SPN WAMS SPM Reasons for deviations
KROMBERK (NOVA GORICA)
MSS Gorica 0 1 Additional reference WAMS
SSB Meblo 2 1 No load on second teansformer
SSB Primarna 1 1 OK
SSB Kotlarna 4 3 No WAMS on generation sites
{{. t20NDAYy&LB 1 No WAMS on generation sites
SSB A+A 2 1 No load on second teansformer
SSB Pikolud 1 1 OK
SSB Jogi 1 1 OK
SSB MFE lImest 2 2 OK
SSB SE Meblo Jogi 1 1 OK
Total KROMBERK 17 13

NOTES:
- Main supply substation (MSS)
- Secundary substation (SSB)

Table3. 2 f ARIFGA2Yy 2F LKe&aAOrt AyadltftrdAazy F2N FASE

WAMS SPM location - ©'aned
. . . MSS or SSB num. of Installed nm. of .
Field trial location WAMS SPN WAMS SPM Reasons for deviations
Yb9¢! o6¢h[alLbbo
MSS Tolmin 0 2 Additional reference WAMS
False estimation of transformer
SSB Zuza 2 0 number, no/week load
{{. Yt @30S 1 0 Huge adoption of whole SSB
Huge adoption of whole SSB, no/wed
SSB Borovnica 1 0 load
Sela nad Podmelcem 2 1 No WAMS on generation sites
Huge adoption of whole SSB, no/wed
Logar 1 0 load
Huge adoption of whole SSB, no/wed
Loje 1 0 load

Huge adoption of whole SSB, no WA

on generation sites, no communicati
Mohor 1 0 coverage

Huge adoption of whole SSB, no WA

on generation sites, no communicati

YYSO01S wlgdyS 4 0 coverage

YyS§01S8 NI @gyS &I a 1 No WAMS on generation sites

HE Podmelec 1 0 No WAMS on generation sites

al9 YySOl 1 0 Substation in foreign ownership

YI9 YYySO1S wld@yS w 0 No WAMS on generation sites

mHE Strmec Hvala 1 0 No WAMS on generation sites
¢201f Yb9g! 19 4

NOTES:
- Main supply substation (MSS)
- Secundary substation (SSB)

SUNSEErant agreement No. 619437 Pagel5of 95



SEVENTH FRAMEWORK
PROGRAMME

Field trial measurement reports (Analysis and Validatitrsion0.12

Table4. Validation of physical installation for field trial location Razdrto

WAMS SPM location - Planned
_ _ _ MSS or SSB num. of Installed nm. of .

Field trial location WAMS SPM WAMS SPM Reasons for deviations
w! %5we¢h o6{9¢;! bl 0

MSS Postojna 0 1 Additional reference WAMS

MSS Razdrto 4 1 False estimation of transformer numlj

SSB Profiles peletirica 1 1 OK

SSB Razdrto vas 1 1 OK

SSB Razdrto KZ 1 1 OK

Substation in foreign ownership, no
WAMS on generation sites, huge

SSB Kovinoplastika 2 0 adoption of whole SSB

SSB Razdrto 1 1 OK

SSB Razdrto Kamnolom 1 1 OK

{{. ra¥rtaylr alri} [ QAs OK

{{. [0S 2 1 No WAMS on generation sites

SSB Asfaltna baza

{Sy20868 1 0 No communication coverage

SSB Ravni 1 1 OK

{{. {Sy20S8¢S 1 OK

SBS Nanos 1 0 Substation in foreign ownership

{{. ¢NR KAOS 1 1 OK

{{. 1 NUzOS@eS YfAy 0 No/week load

SSB C.P. Nanos 1 Supply feeder outside field trial

SSB MVE Razdrto 1 No WAMS on generation sites

SSB Profiles 3 0 0 OK

SSB Profiles Razdrto 0 0 OK

{{. [+ OS /SalGUNE]I KNOOI No load

{{. {SLIN+XOACHD [I| OS 1 Additional WAMS

{{. [+OS YLYYy®ft2Y m O OK

SSB Rebernice 2 1 0 Supply feeder outside field trial

SSB Barnica 1 0 Supply feeder outside field trial

SSB Predor Podnanos 1 0 Supply feeder outside field trial
Total RAZDRTO 26 13

NOTES:
- Main supply substation (MSS)
- Secundary substation (SSB)
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Tableb. Validation of physical installation for field trial location Bonifika

Planned
num. of Installed nm. of
Field trial location MSS or SSB WAMS SPN WAMS SPM Reasons for deviations

WAMS SPM location -

BONIFIKA (KOPER)
SSB Bonifika 2 3 0 Change of use case demonstration
SSB Agraria 2 0 Change of use case demonstration
SSB Bonifika 1 1 0 Change of use case demonstration
SSB Bonifika 3 2 0 Change of use case demonstration
{{. ~LJI NJ 1 0 Change of use case demonstration
{{. 2NLItAC
grande 2 0 Change of use case demonstration
SSB Koper 3 (DVTP) 1 0 Change of use case demonstration
SSB Obrtni center 1 0 Change of use case demonstration
SSB Markovec vzhod 1 0 Change of use case demonstration
MSS Koper 0 2 Change of use case demonstration
MSS Dekani 0 2 Change of use case demonstration
MSS Lucija 0 2 Change of use case demonstration
MSS Izola 0 2 Change of use case demonstration

Total BONIFIKA 14 8

NOTES:
- Main supply substation (MSS)
- Secundary substation (SSB)

Even plans for installations WAMS SPM in seconslalgtations have not been fully implemented.
Main reasons for deviations and WAMS SPM uninstalling are foreign ownership of secondary
substations and equipment, no load or very small load presence on supplying 20/0,4 kV transformer,
week communication nework and huge unforeseen costith staff effort for communication or

L2 6 SNJ SldALIYSYyld NBO2yaidNHzOiA2yd ¢KSNBT2NB Ay

communication was demonstrateat one location of the three planned

Unforeseen cost with huge dteeffort appears on sites with rural type of secondary substation with
transformer mounted on pole. In this case a low voltage delivery box with busbars must be
completely replaced with new one with separate power and measurements departmbith in
addition to increased costs also requiré@ang hours disconnection from supply for all customers
under this substation.

{2YS &aSO2yRINE &adzadlidArazyas SalLISOAlLffe GK2a&S
load and customers or with their very small amount and therefore have no influence on power
network state and related observability.

On the other handElektro Primorska (EP) as DSO representor adopts installations in field trial
Bonifika.We use WAMS SPM fgower lines phase sequence detection between neighborhoods
main supply substations in case of reserve supply restoratdh decided to install WAMSPM

rather on secondary side of each supplying transformer 110/20 kV and main 20 kV busbars in
neighborhood substations. For that reasons we install 6 pieces of WAMS SPM in three main supply
substations Koper, Dekani and Lucija which are connected thrdQdtV lines for reserve supply in

case of fault in part of 110 kV network. 2 WAMS SPM were installed in 20 kV delivery substation Izola
supplied on 20 kV from Koper and Lucija. In Izola we test right line phase sequence with connection
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of both 20 kV buseffom Koper and Lucija in parallel operation. In opposite case of false sequence
the short sequence will appear and EP will face with huge outage.

Due to needs of state estimation algorithm we placed additional WAMS SPM into on secondary side
ofpowertra/ A F2NX¥SNB AYy YIAYy &adzZlJL)X & adzoadldizya 2y TFAS

2.2 Validation of smart meters installation

In Sunseed field trial all customereasurementglaces areequipped withfollowing types of smart
meters:

- industrial snart meters: for customers with current limitation of 63 A and more,

- residential smart meters for customer with current limitation lower than 63 A.

In project we install just residential type. All customers with current limitation of 63 A or more were
equipped with industrial type before Sunseed startédble6 shows a status on field trial where 865
smart meters were running on all trial locations. Of this 68 are industrial type and were installed
before project started, other are residential type and were installed regarding the plan during the
project. Numbes under deviations illustrate customers which have still old type of inductive meters.
Main reason for this deviation is that old meters were not accessible and Elektro Primorska working
teams were not able to replace them with new ones.

Table6. Validation of physical installation of SM on field trial

Field trial location Total num. of measurement points Instaled before Sunseednstaled in SunseedDeviations

Kromberk 129 35 92 2
Razdrto 158 9 146 3
Bonifika 513 43 465 5
YYSOI 94 10 78 6
Total 894 97 781 16
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3/2YYdyAOliAzya &aeadsdya Fylfeanra

The analysis of the commication performance in the SUNSEED trial is focused on thdoegild

RSflé& 2F GKS LI O1Sia o0SieSSy GKS So3o {! b{995
database where the relevant data is stored, qp@cessed and accessed by various smart grid
appliations. Between the two communication endpoints the data packets in the SUNSEED trial
traverse the wireless cellular access network and the core network of Telekom Slovenija.

In general the endo-end communication delay can be roughly determined as half of the packets
round-trip-time (RTT) between the source and destination. Additionally, for cellular networks it can
be generally split into Control Plane-Rtane) and User Ria (UPlane) delay segments as shown in
Figurel. GPlane delay is théme required for the terminal tdransitfrom idle to active state. The-U

Plare delay is defined here as the delay between packet departure at the source node and packet
arrival at the destination node (in the Internet or External network) while the terminal is in
Connected state.

Depending on the wireless cellular technology (& §E or UMTS), certain additional delays may be
involved or a particular delay may not be applicable. For example, in UMTSRlené& delay
involves additional GPRS Attach and Packet Data Protocol (PDP) Context Activation procedure related
delays. Howeer, in LTE, certain-flane messages are piggybacked (e.g. attach request) or removed

to reduce the cplane delay. Further, the scheduling delay, as part of thg@ade delay, is not
applicable in UMTS when the user is allocated a dedicated channel, aghérés applicable for
shared channel allocations such as in HSPA and LTE.

Endto-end delav

Control Plane Delay | User Plane Delay
| € Ext. Netw I?{
. Networ
Radio (Air Interface) Delay Core Network Dela
| | | | | . Delay _| Vo
| | [< 7S Z< < 2
. . Gateway —
Schedul Re)Transmission BS—
Random Access Delay RRC Connection Setup Delay cheduling _(Re) + Gateway/Edge  Destination
(RACH procedure) Delay vrece Node (External
+ Propagation ~ Node delay
Frame Delay Network) delay
Alignment +

Delay  Processing Delays
{UE-BS)

Figurel. Generalised entb-end delay split up

The studies anddid trials [1]- [5] carried out on the LTE and UMTS (HSUPA) latency performance,
provide an insigt in the round trip time (RTT) or eftd-end delay (whichever is measured) that
could be expected during the SUNSEED trial. The values are based on the assumption of low to
moderate network load and are summarized Table7. We can observe fronTable 7 that the

control plane delay is the major differentiator to the overall (uplink) delay between LTE and HSUPA.
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Table7. Summary of Expected Uplink etodend delays in LTE and UMTS (HSUPA), based on
measurement studies in the Iiegure [1]- [5]

Type of Uplink Delay LTE UMTS (HSUPA)

(MO-CallSetup Delay)

Control Plane Delay 65-200 ms. 550 msg 2s

User Plane Delay 10¢ 50 ms. 10-60 ms.

Total Uplink One Way Plane): 75190 ms ¢2ms.

Worst Case (C+U | WorstCase (C+U plane): 5¢

Delay (OWD)
Best Case-Plane | Best CaseJ-PlaneOnly): 10
Only): 1@;50 ms ¢ 60 ms

The key parameterayhich determine the lane latency are Random Access (RA) delays and RRC
connection setup time:

a) Both Random Access (RA) delay and RRC connection setup time increase with a

decreasein radio coverage quality. Fe@xample,RA delay increases in bad coverage
conditions because the mobile terminal will have more RACH preamble
retransmissions and waitirtime for its randomaccess slot.

b) Due to the limited number of unique access preambles there is a likelihood of a

collisionif two terminals select the same preamble and their messages arrive at about
the same time. Thus, the RA delay is also expectedd®ase with an increase in a
number of contending users, especially with the addition of many MTC devices.

¢) RRC connection setup time increabesausein bad radio conditions, there ishagher

chance of RRC link getting dropped in the middle of aupetequiring the UE to
initiate the reestablishment procedure. The -astablishment procedure does not
involve repetition of the RA process since the UE identitRiT1) is known by the
network. Further, errors in the RRC Connection Reestablishment reguestages
lead to retransmissions which increase the setup time.

The Uplane latency depends on (see algurel):

The packet size as it takes longer time to transmit large packef8],lthe effect of packet

sizes on the user plane latency was studied. It is shown that Round Trip Time (RTT) is nearly
constant (< 20 ms) for low packet sizes (<= 100 bytes) and incrapsed30 ms for packet
sizesup t0 1000 bytes.

The packet intearrival time and the Discontuous Reception (DRX) inactivity timer value. If
the packet interarrival time is small (e.g. tens of ms) the terminal would remain in
connected mode whereas if the packet indrival interval is large (Eg: > 20 s), the terminal
may transition to IDLE d& For arrival times between these extreme intarival intervals,

the terminal would either be in Short DRX or Long DRX state. Depending on the state in
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which the terminal is camping in, the next arriving packet experience®kr@ transition
delay inaddition to the UPlane latency, hence increaseing the observed RTT. The study in
[1] shows that the latency varies up to 30 ms when the packet iatgwal time is <200ms,
whereas it increases up to 100 ms when the interval < 20s. For packeaimieal time > 20

s the RTT drastically increases to at least 180 ms due to-Riarn@ delay contribution.

- The achievable signal to interference ratio has an impacthe transmission delay. A more
detailed analysis of the effect of SINR conditions on the transmission delay in LTE was done
in [7]. The SINR affects the used tdation and Coding Scheme (MCS), which determines
the Transport Block Size (TBS). The TBS per unit time determines the data rate and in
general, with arincreasen data rate, the kplane latency decreasgs]. Further, under poor
coverage, more retransmissions take place wheddsto Hybrid ARQ (HARQ) delay (e.g. 8
ms for each retransmission in the uplink). As showr{7f) with HARQ retransmissions
increase from 0% to 3%the delay increases from 8 to 16 ms.

- The scheduling process at the eNB leads to a scheduling delay which adds tepltoeeU
latency. A the load increases in the network, the scheduling delay will be increased. The
scheduling algorithm also influences the scheduling delay depending on whether the
algorithm aims at fairness, optimising user or cell throughput, utilizes the frequency
seledivity (i.e. multruser diversity) etc. I{8], the effect on maximum uplink delay due to the
number of smart grid nodes in the network and the granularity of P&igament to SG
nodes isanlaysedthrough simulation. It is shown that, forlaw numberof nodes, there is
an improvement in delay performance with an increase in PRB allocations per node. The type
of LTE network configuration (TDD or FDD) also affésgtsdelay. In LTE TDD, a specific
uplink-downlink configuration is shown to have the least average uplink delay, for uplink
biased traffic (which is applicable to smart grid traff@)

3.1 SUNSEED trial communication sgb

The data inTable8 gives an overview of the installed nodes per region,diite [10]. In certain
locations, more tha one WAMS node is connected to a LTE (or UMTS) modem. The cellular network
(via LTE and UMTS) of Telekom Slovenija will be the focus ahalysissince the majority of the
devices whose analysis is presented in this report were connected via the ssgilwteess network of
Telekom Slovenija.

Table8. Communication Solutions Deployed Per Rgdioh

Region Type of Communication | Number of Number ofSMs Indicative
WAMS nodes  (Residential + Duration of
Industrial) collected data
Kromberk LTE (9 Modems) 8 (LTE) 127 2¢ 3 months
Fiber (1 Modems) 1 (Fiber)
Kneza LTE (1 Modem) 1(LTE) 88 2 months
Satellite (1 Modem) 1 (Satellite)
Fiber (1 modems) 2 (Fiber)
Razdrto LTE (8 modems) 8 (LTE) 155 LTE (2 weeks to
UMTS (3 modems) 3 (UMTS) months)
Fiber (2 modems) 2 (Fiber) UMTS (2
months)

Figure2 shows the Telekom Slovenije (TS) network architedtut¢for the SUNSEED trial. The data
from the WAMS nodes connected via LTE network traverses the TS APN (see upper left corner in
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Figure2) and then via the MPLS network terminates at the data @sérvers (ge lower part in
Figure2). There are a few (3 in the figure) WAMS nodes connected directly via a fiber link and a
CISCO fiber modem. The fiber link is provided bitiEld>rimorska (EP) and these WAMS nodes are
connected in and EP subnet, and afterwards via EP firewall they are connected to the TS MPLS
network via the ELAS KROMBERK router.

The LTE modems are managed via the Simple Network Management Protocol (Shitig) on the

NAGIOS server (as explained in the next section) located behind LAB PFSENSE Firewall. The power
measurement data from the WAMS nodes (including tisteemps at the source and at the
destination) and the SNMP data from the modems are both stimea MongoDB database server

located in the dataentre.

The overall traffic from the nodes implemented in the SUNSEED trial is monitored via a specialized
tapped device that is connected with a UBUNTU server (see upper right corrigiune2) where a
traffic sniffing software is installed.

LAB PFSENSE VIDEK2

W 10.161.90.43/29
ROUTE ROUTE e
10.161.0.0/16 JUNIPER 44 464 0.0/16 :‘:fe'?go 4229
GW 10.161.90.18 M320 LAB GW 10.161.90.33 Ial.)llalﬁ. .
10.161.90.17/ 10.161.90.41/29
Brihta LAB
WAMS LTE 4’0@\ 10.161.90.34/30 ,.n',,,.
JUNIPER

UBUNTU
SNIFFER
10.161.90.44/29

M320 SDP TS MPLS

10.161.91.0/24
GW 10.161,90.2

NEXUS (3%)
10.161.90.2/30

CHECKPOINT FW
193.77.141

DATA CENTER w [ ) 10.161.90.50129
CITRIX LoadBalancer s ELEKTRO PRIMORSKA 10.161.90.51/29
:’:)sz'g — 333:2:113 10.161.128.117 SEES WAMS
VIDEK siatior g 7 EP SUBNET 10.161.192.0
platform Sunseed 10.161.193.0
DATA CENTER . ; 10.161.194.0
MQTT - RMQ 10.122.248.0/24
client
Rabbit Mongo :
AAA 10.122.248.37 10.122.248.{38-40)
10.122.248.36 e —— 3
marT |[ Ac oB RmQ [ RMa- DB
server |{(MySQL) server ciicmg ~
Auth Proxy
|| server || server
= 10.122.248.43
XMPP:
10.122.248.41 - APIGUI
XMPP — X sorver
soerver — RMQ
server

Figure2. Telekom Slovenije Network for SUNSEEDITial

At the application level, the trial system architecture is showrrigure3. The WAMS device will
communicate to either an XMPP server (if it is a WARMC device) or an MQTT broker (if it is a
WAMSSPM device)Currently,in the trial, only WAMSPM devices have been installed. The MQTT
data from authenticated WAMSPM devices first reach the MQTT brokieccated in theVIDEK
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platform in the upper right corner ifrigure2). Here, a script runs which publishes the data to a
RabbitMQ (RMQ) servét2]. The role of the RabbitMQ server is to regulate the publishing of MQTT
data (from several WAMS devices or sources) in order to not overload the client servers (e.g. Mongo
DB andAPI/GUI servers located in the data cenitn lower part of Figure2). The RabbitMQ server
implements queues using the AMQP protof8]. These queues store the MQTT messages that are
later retrieved by an AMQP subscriber application that stores the data in a JSON format in the
MongoDB database server.

Third-party applicatiors such as for smart grid state estimation, load forecasting, dernesygonse
etc. can then access the data either from the MongoDB or subscribe to it directly from the RabbitMQ
gueues for their analysis.

y TS platform N
| | Maqtt broker Ui
| Xmpp client J* f
"“g\{ . Auth Rabbit mq

( Maqtt client ’A' —( .\ | server XMPP subscriber

L J m:jmk \ ) MQTT publisher
\ 4 AN i AMQP subscriber
A K C \auth sprver \» Xm ) to mongo db

4G WAMS ‘

server
Mongo db

7

I . i State estimation platform JSI
Mpes. /Mongo do s —
A e Load Balancer s e N
e i TS R J ‘

N ¥
R . Fasts negotiation le%sls ) //,/ Credential
o - Credentials— negotiation
Vpn gateway

negotiation script

| Matt subscriber

‘ Xmpp client

e : N | estimation
Magtt client " venl application
L SRR ] e aesndbi

Figure3. ApplicationLayer SUNSEED Trial System Architecture

3.2 Monitored Key Performance Indicators (KPIs)

In this section we describe the monitored KPIs for the communication network during the SUNSEED
trial. The most important KPls are:

- The average Round Trip Time (RTT) behntee installed modem (connected to e.g. WAMS
SPM node) and the SNMP server NAGIOS.

- The oneway-delay (OWD) between the installed WAMBMnode and Mongo Database
where all WAMSMC measurements are stored for further analysis.

The sources of data usedrfthe KPIs are as follows
a) Periodic (5minute interval) SNMP data from installed LTE/UMTS Modems

2 Only SNMP data from TELTONIKA modems was made available as the INHAND SNMP
communication was not working properly and the vendor could not solve this issue during the
SUNSEED trial.
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b) Periodic (1&minute interval) performance counter data from base stations (eNB / NB)
c) WAMSSPM power measurements including their time stamps
d) Ping RTT measuremts of fiber, satellite and UMTS modems as installed in the trial

3.2.1 Description of the SNMP Data

During the SUNSEED trial the SNMP data was collected by the SNMP server called NAGIOS located at
the Telekom Slovenije (TS) network, $égure2. This SNMP server is responsible for monitoring and
configuration of the installed modems. Monitoring is done through SNMP, wherein the NAGIOS
server polls the modem (SNMP client) periodically for certaircorgigured type of information

(such as RTT,gmal status, throughput etc.) defined in the SNMP MiBodule. The SNMP
parameters which were monitored for the analysis in this report are showialihe9.

Table9. List of SNMP Parameters Monitored

Technology Parameter Unit Description
Modem String (Eg: 'TEKROA Hostnamen Nagios
hostname A"
Modem Integer (Oc Up, Operational state of the host
Operational Down)
State
Modem IP String (Eg: WAN IP Address of the moden
'10.161.18.17")
LTE and UMT Timestamp of the SNMP
Timestamp UNIX Epoch measurement
Timestamp (s)
+1 GMT
Cell ID String (Eg: '128372937 Cell ID reported by the moden
)
Round Trip ms Statistics of 5 ICMP packets se
Time(RTTQ by the server with an interval o
Average, Min 80 ms
and Max
RSRP dBm Cell RSRP reported by the
modem
Throughput Bits per second (bps) Average uplink throughput
LTE (Sent) (Total Bits sent in &min
interval/300)
Throughput Bits per second (bps)| Average downlink throughput
(Received) (Total Bits received in 5 min
interval/300 )
DL SINR dB DL Signal to Interference plus
Noise Ratio (SINR) reported b
the UE
UMTS DL RSSI dBm DL Receive8ignal Strength
Indicator (RSSI)
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For the Round Trip Tim@RTT)the Nagios server sends 5 Internet Control Management Protocol
(ICMP) packets (or Ping packe#tsih size72 Bytesand an interval of 80 ms and reports the average,
minimum and maximum of the 5 RTT values for each measurement period (5 minutes). We will use
the average value of these 5 RTT values as the representative sample for a particular measurement
period.

SinceSNMP data is available only from TELTONIKA LTE/UMTS modems, in order to get the RTT
statistics from the rest of the modems (Fiber, satellite and INHAND UMTS modems), we pinged those
modems from a server (Ubuntu sniffing serverfFigure?) in the TS core network and analysed the
resulting values.

3.2.2 Performance Counters from eNB/NB

The performance of the LTE cell can be also assessed via certain statistical countefm¢alsby

the eNB vendor) defined in the eNB/NB which are periodically (e.g. every 15 min) read by a
performance management system in the Telekom Slovenije (TS) network. Some of these counters
can be used to measure the radio conditions of a particulardellETable10 lists the parameters
analysedrom the eNB/NB statistical counters.

TablelO. List of eNB/NB Statistical counters monitoredmtythe trial (Note: The time granularity of
all the parameters is 15 minutes)

Type of Base Parameter Data Type/ Unit
Station
UL Interference | Index based on the below ranges(dBgrhinal output is the
per PRB weighted average of the indesalues in the 15 min interval
PDF ranges:
[0]: N+l <=121, [M21 < N+l <=120
[2]: -120 < N+I <=119, [3]119 < N+ <=118
[4]: -118 < N+l <=117, [5]117 < N+l <=116
[6]: -116 < N+l <=115, [73115 < N+I <=114
[8]: -114< N+l <=113, [99113 < N+l <=112
[10]:-112 < N+I <=108, [11}108 < N+I <=104
eNB [12]:-104< N+l <=100, [13}100 < N+I <=96
[14]:-96 < N+| <=92, [15192 < N+I

PDSCH UL/DL PH Index based on the below range@#jinal output is the

Utilisation(%o) weighted average of the index values in the 15 min inter
PDF ranges:

[0]: 0 % <= Utilization <10 % , [1]: 10 % <= Utilization

%

[2]: 20 % <= Utilization < 30 % , [3]: 30 % <= Utilization

%

[4]: 40 % <= Utilization <50 % , [5]: 50 % <= Utilization

%

[6]: 60 % <= Utilization < 70 % , [7]: 70 % <= Utilization

%

[8]: 80 % <= Utilization <90 %, [9]: 90 % <= Utilization
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eNB (NB) Number of Integer
Connected Ues
(Number of Circuit
Switched(CS)
users/ Number of
PacketSwitched
(PS) users)
Average Power dBm
Received over the
5 MHz band
NB Average RSSI dBm
Cell throughput Kbps
(DL/UL)
DL Code tree Float (%)
utilisation (%)

3.2.3 WAMSSPM power and delay measurements

Every WAMSPM device installed in the field was configured to collect paneaisurement samples

at 50 Hz. Along with the actual power measurements, the device (GPS synchronised) also records the
exact timestamp of the measurement. Since the WASF device communicates via the MQTT
protocol, which is an application layer protocahning over TCP, each of the measurement samples

Ad asSyd la +ty avee QyvySaalr3asqQ G2 GKS ¢/t &SNP
wySaal3SaQ Fa F LIke&t2FR F2NJ GKS 2SNt &8SNERO®

The final Ethernet data frame is then sent to the LTE/UMTSiSbaeellite modem which then

reaches the TS core network via the respective access networks. The packets terminate at the VIDEK
server on which a script runs to publish the data to the RabbitMQ serverHgeee2 ). From here,

they are either consumed by subscriber applications (such as state estimation) or stored in the
MongoDB database which external applications (such as load forecasting) can access via an API. Th
FAYLIE RIEGF aG2NBR Ay GKS a2y 32 stamplaf it 2rigih, th©f dzR S &
timestamp of the packet arrival in the MongoDB server and the-tereind delay as the difference

between these two timestamps. The relevant WAMS parameterstioranalysis are listed ihable

11.

Tablell WAMS Parameters Monitored

Parameter Unit
Node ID String
Location Name String
Region String
Measurement Timestamp UNIX Epoch Timestamp (ms)
GMT +1
Database Timestamp UNIX Epoch Timestamp (ms)
GMT +1
EndEnd Delay ms
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3.2.4 Limitations of the measured communication performance in the SUNSEED Trial

The available communicatiametwork measurements in the SUNSEED trial poses certain limitations
and challenges for the SUNSEED trial analysis. These limitations are explained in the following sub
sections.

3.2.4.1 Measuring the uplink SINR

The available eNB/NB statistical counterd able10 do not enablequantificationof the SINR in the
uplink (UL) per modem. Despite this limitation, we provide a rough calculation of UL SINR based on
the RSRP (or adlly the corresponding pattoss) and the average total uplink interference per PRB
over the measurement period (15 minutes) from the statistical counters of the eNB.

The approximate uplink SINR calculation is explained bel&iginmes.

eNB Tx Power (eNBy, ) = 43 dBm
UE Tx Power (UEr,) = 23 dBm
UE antenna gain (Gyg) = 0 dBi

eNB antenna gain (G,yg) = 18 dBi

System BW = 10 MHz { Number of PREs = 50)

Reference Signal Tx Power per subcarrier (RS,) = 43 + 18 —10 * logyy 12 *50 = 33.22 dBm
Path Loss (PL) = RS, —RSRP = 33.22 — RSRP
eNB Rx Power (eNBg, ) = UE,+ Guyg — PL

Interference per PRB incl.thermal noise ( Intpgg) = Lower bound of range from Tahle 5 +
Fractional value of counter output

Mean Uplink SINR (SINRy;) = eNBgy — Intpgg

Figured. Theoretical calculation of UL SINR (dB)

Figure4dA &4 ol &aSR 2y (KS 2dzildzi 2F GKS &dTallielgatha OF f O2
calculaton is illustrated with an example: If the counter output is 4.6, then lower bound of the range
corresponding to 4 (i.e the integer part) is selected and added to the product of the fractional part

(i.e 0.6) and the interval size (i.e 1 dBm). This eqid8 + 0.6 =117.4 dBm.

The above value is only a rough indication of the mean value since the shadowing effects have not
been considered and it is assumed that only 1 uplink PRB is allocated. Also, the interference per PRB
value is a rough approximatidmased on the counter output which is a weighted average of the
range indicator. Hence, we will also not be able to capture thefading effects in the uplink.

However, the main objective behind the above calculation is to capture the relative-dasaipe
variations in the UL SINR and to see the corresponding influence on the RTT.

3.2.4.2 Ideal end-to-end delay (one-way delay)

In mobile networks where the SINR, achievable throughput and scheduling processes in the UL and
DL are different, the UL and DL delayB generally be asymmetrical. So, the assumption of-wag
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delay ¥ RTT/2 does not strictly hold true for mobile networks. Ideally, we must measure the
timestamps of the data packet recorded at least at two pointd the source UE and at the edge of
TScore network (e.g. at VIDEK serveFigure2).

Although in the trial we measure the esid-end delay of the WAMSPM measurement data the
end point here is the MongoDB and not théDEkKserver. The limitation here, as we will see later, is
that the data incurs some application layer processing/quedieigys between VIDEK aMbngoDB
servers. Hence this delay value will not be reflective of only the communication network.

The installed SUNSEED modems do not support IMigltit Multi-Output (MIMO) based on multiple
antenna configuration in uplink, wheas MIMO is supported in the downlink. Further, Gat
modems used in the trial support 64 QAM only in the downlink. Therefore the UL throughput is
typically lower than the DL throughput and thus the UL component of the RTT is expected to be
higher than theDL component.

3.2.4.3 Throughput of UEs in the Radio Access Network (RAN)

If we are able to observe the actual throughput per UE in the uplink and downlink, we can make a
rough estimate of the UL or DL transmission delay and which compeumgitik or downlink othe

RTT is expected to be higher. However, the data from the SNMP only provides the accumulated data

in the 5minute interval and the data from the eNB/NB statistical counters provides an aggregated

data for the cell without distinction between the SUNBEREaffic and the 'regular' traffic. Note that

the eNB/NB statistical counters also provide throughput per UE but this is aggregated over all UEs
YR gAGK2dzi RAAGAYOGAZ2Y 0S0i6SSy | WNBIdzZ I N 2NJ {

3.2.4.4 Aggregate data of eNB/NB counters

The eNB/NB pedimance counters report aggregate values for the entire cell. Therefore, parameters
such as PRatilisation (%) are the combined value of SUNSEED and 'regular' traffic in the cell. If we
wish toanalysethe number of PRBatilised by only the SUNSEED modgernn order to measure its
influence on the RTT, it is not possible.

The counter output of certain KPIBablel0) - PRB Utilisation (%) and UL Interference per &iebn

the form of range indicator and not the actual value. Hence this will limit the analysis of correlating
the time variation of RTT vs the above KPIs. The variation in the range indicator output will not be
able to capture the actual variations in thdilisatior/interference. For example, a variation in
utilisationfrom 20% to 39% (nearly 2X increase) will have the same output as an increase from 29%
to 30%.

The current regions in which the smart grid devices have been deployed are characteristic of
suburban and rural environments. The connected users in the cell have been observed to be less
than 15 users on an average. Hence, it is expected that the cell load will not play a major role in the
sensitivity analysis and we shall not be able to measgsreffect on the RTT.

3.3 Communication system performance analysis in the SUNSEED trial

In this section we provide the detailed analysis of the communication performance of the LTE and
UMTS wireless access network at Telekom Slovenija also including fiber connections as well as
satellite links, sedable8.
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3.3.1 Round Trip Time (RTT) analysis for different access networks

Figure5 shows the empirical CDF of Ribr the LTE modems in Kromberk, Kneza (only one LTE
modem) and Razdrto. We see that on an average, the RTT of the modem in Kneza is higher (~ a factor
of 2) than those in Kromberk and Razdrto. We can also observe that 95% of the time, the RTT is less
than~ 35 ms in Kromberk, ~ 40 ms in Razdrto and less than ~55 ms in Kneza. The difference can be
attributed to radio conditions of specific modems in these regions as we shall see later.

RTT Empirical CDF Based on Location

KROMBERK
09 F KNEZA
RAZDRTO

0.8

0.6

Probability
o
o

o
=
T
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0.1

O 1 1 1 L L L 1 1 ]
0 20 40 60 80 100 120 140 160 180 200

RTT(ms)
Figureb. CDF of the RTT for the LTE emosl installed in Kromberk, Kneza and Razdrto

The above observedvalues conform to the typical Plane RTT (or roughly 2x omay delay)

observed in an LTE network (sEable70 @ ¢ KS Y2 RSYa | NB -/ 2BNLySAIISR 0 2Y 20R
since the ping packets have low irfgacket arrivals (80 ms) and the modems are otherwise also

actively sending data from the WAMS/Siddes (at a minimum interval of 20 ms). Hence thel@he

delays Figurel) are not expected to contribute significantly to the overall RTT (orvaene delay) in

this case.

Figure6 shows the box plot of the RTT values of each LTE modem across the three regions (Kneza,
Kromberk and Razdrto). All the modems in the figure are omikerk except for TELOSELPOD
located in Kneza and the last three modems {REEZVAS, TIRAZ80 and THRAZKAMNOLOM)
located in Razdrto. We see that the overall variation (excluding the outliers) in RTT is highest in TEL
TOSELPOD followed by ‘KROSEJCHEhd TEKROAA. For the remaining modems, the variation is

less than 10 ms.
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Figure6. Box Plot of RTT per LTE Modem in the three regions(The top and bottom sides of the box
represent the 3rd and 1st quartile respectively. fidtkline in the box is the median. The two
horizontal lines extending from the box represent the highest and lowest data within 1.5 * Inter
Quartile Range (roughly between th&dnd the 99' percentile). The red points represent outliers.

Figure7 and Figure8 show the RTT statistics of the UMTS (HSPA) modems in the Razdrto Tdgion

mean RTT is around 60 ms which is higher than the LTE values. This corresponds with the values
obtained from existing field resultdféble7). The RTT values WMTS (HSPA) are expected to be
higher than that of LTE because of the higher transmission time interval (TTI) of 2 msvs 1 msin LTE.

RTI'(ms) per Modem - HSPA; Region: Razdrto

200 r i %
i :
150 % %
L:: 100 4%
of = ==

INH-RTPKME INH-RTP3HISE
Modem Host Name

Figure7 Box plot of RTT per UMTS (HSPA) modem in the Razdrto region
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Figure8 CDF of the UMTS (HSPA) RTT in the Razdrto region

The RTT statistics of the fiber modem in Kromberk is showfigare9. Clearly, the latecy is
significantly lower than LTE and UMTS, which is expected since it is a wired fiber/Ethernet link end
to-end. The spread of the RTT is also lower since a fiber optic communication link is more stable, has
dedicated bandwidth and is not prone to inference.

RTT(ms) Distribution JADE.RTP Gorica -Fiber Link
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N w =S [4)] [«2} ~ co [{e]

o

o

3.5 4 4.5 5 5.5 6 6.5 7 7.5 8
RTT(ms)

w

Figure9 CDF ofhe fiber modem RTT in the Kromberk region

The RTT statistics of the WAMS node connected via satellite link in Kneza region is sRigurein

10. The network architecture of the link is shownRigurell. Since the link is operated by a third

party Satellite ISP, to ensure security, the data is sent through an OpenVPN tunnel terminating at the
TS core network.
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RTT(ms) Distribution for Satellite Modem, Region: KNEZA
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FigurelO. CDF of the RTT Statistics of WAMS Node (NN. Knezke)ltedmieSatellite link
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MODEM \
ROUTER [wAN DHCP server |3 INTERNET PF SENSE
r\ 055 system & FW
193.77.30.0/24 PUBLIC
DHCP {delivered from Sat. ISP) 89.143.232.140/32

SERVER
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LAN to core

network

WAMS

Figurell. Satellite eneend network architecture

The satellite RTT values are the highest (e.g. ~ 700 ms mean value) among all the access network
communication links used in the SUNSEED trial, whickpecéed, simply due to the larger distance
traversed. This also means that distance will be a key factor influencing the latency in satellite
communications Geostationarysatellites are typically located 40000 Kms above the equator. With

this distance, te minimum RTT will be around 560 ms (Note: The total distance traversed by the Ping
packet as pefFigurell will be 4x 4000km). This distance will increase for regsofurther away

from the equator.

In Table1l2, a summary of the RTT statistics (meamg standard deviationis provided for each of

the access networkommunication solutions used in the SUNSEED trial. As expected, fiber has the
best performance followed by LTE, UMTS and satellite.
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Tablel2. Summary of RTT Statistics for Different Communication Solutions

RoundTrip Time (ms)
Communication
Media Mean | Std Dev 5th o5h
Percentile| Percentile

Fiber 3.8 1.9 3.5 3.9

LTE 25.7 20.3 19.3 40.3
UMTS (HSPA)| 64.6 102.9 40.5 77.3
Satellite 730.8 57.4 683.9 847.3

3.3.2 Time series overview of modem reliability and per modem avg. RTT

The first two plots irFigurel2 and Figurel13 show the number of probes successfully received for

each modem, in 2016 and 2017, respectively. The blue areas indicate modem failure or bad
O2yySOUADGAGRED® a2al y20S¢2NIKeE 20aSNBIGAZ2Y A& (K
name), general arevery unreliable. An exception is TEL _RAZVAS that becomes stable halfway
through February.

TEL_KROA_A
TEL_KROJOGI
TEL_KROMEB 20
TEL_KROMFEILM
TEL_KROPIK
TEL_KROPOVR 15
TEL_KROPRIMA
TEL_KROSEJOG
TEL_RAZDR 10
TEL_RPRAZ
TEL_RTPPOS
TEL_TEST 1 5
TEL_TEST_14
TEL_TOSELPOD

01-Nov-16 08-Nov-16 15-Nov-16 22-Nov-16 29-Nov-16 06-Dec-16 13-Dec-16 20-Dec-16 27-Dec-16
Time

Modem host name
Number of successful probes per hour

Figurel2 Number of successful probes per hour for different modems in 2016. The normal value is
12.
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Time

TEL_KROA_A
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TEL_KROPRIMA
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TEL_PRENOSNA
TEL_RAZ80
TEL_RAZDR
TEL_RAZDRTOTEST
TEL_RAZKAMNOLOM
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Modem host name

N £ () ©
Number of successful probes per hour

Figurel3: Number of successful probes per hour for different modems in 2017. The normal value is
12.

Following this reliability analysis of the modems is a similar view on the reported RTT vadtigagén

14 and Figurel5. Naturally, we see that the instances of missing probes from the two previous plots
show up with yellow color, meaning that the RTT exceeds 5000 ms, since the reply is never received.
More interesting are the instances where in fact frdfigure12 and Figure13 it seems that the
modems are working fine, but the RTT is very hifgtis is true for several of the Kromberk modems
(TEL_KRO*) during November 2016. Also, for several of the Razdrto modems this is the case during
2017.

TEL_KROA_A
TEL_KROJOGI
TEL_KROMEB

TEL_KROMFEILM

TEL_KROPIK
TEL_KROPOVR
TEL_KROPRIMA
TEL_KROSEJOG
TEL_RAZDR
TEL_RPRAZ
TEL_RTPPOS
TEL_TEST_1
TEL_TEST_14
TEL_TOSELPOD

01-Nov-16 08-Nov-16 15-Nov-16 22-Nov-16 29-Nov-16 06-Dec-16 13-Dec-16 20-Dec-16 27-Dec-16
Time

Modem host name
Avg. RTT time [ms]

Figureld: Avg. RTT per hour for different modems in 2016.
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Figurel5: Avg. RTT per hour for different modems in 2017.

3.3.3 Time series overview of cell use and per cell avg. RTT

In addition to the probe statistics per modem given in the previous section, we also include a similar
analysis per cell ifrigure 16 and Figure 17. The reader should keep in mind that a modem is
connected to one cell at a time, but may switch between cells over time (depending on various
factors such as weather, cell load, etc.). This means that we expect to see jumping between the
different cells and not necessarily continuous use of the same chlsisTdemonstrated in the two
figures, where there seems to be an almost periodic switching between two groups of cells, starting
around November 20, 2016 and ending again in late January 2017. This switching of cells was
triggered by daily reboots of thesed Teltonika modems. The modems' configurations were changed
late January to promote more stable connectivity. Further, since the number of received probes goes
as high as 48 and 60 in 2016 and 2017, respectively, this reveals that as mabynasdémsare
connected to the same cell at the same time, since each modem receives 12 probes per hour.

Figurel6: Number of successful probes per hour per cell in 2016. For each connected modem, 12
probes per hour are expected.
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