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NOTICE 
 
The research leading to the results presented in the document has received funding from the 
European Community's Seventh Framework Programme under Grant agreement number 619437. 
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¢ŀōƭŜ ƻŦ !ŎǊƻƴȅƳǎ 

dB Decibel (logarithmic unit used to express the ratio of two values of a physical 
quantity) 

dBm dB logarithmic value relative to 1 mW 

AMQP Advanced Message Queueing Protocol 

APN Access Point Name 

BS Base Station 

BW Bandwidth 

CDF Cumulative  Density Function 

CP Control Plane 

CPE Customer-Premises Equipment 

DC Data Concentrator 

DG Distributed Generation 

DHCP Dynamic Host Configuration Protocol 

DL Downlink 

DRX Discontinuous Reception 

eNB Evolved Node B 

EOL End of Life 

FDD Frequency Division Duplex 

GPRS General Packet Radio Service 

GPS Global Positioning Systems 

GUI Graphic User Interface 

HARQ Hybrid Automatic Repeat Request 

HSPA High Speed Packet Access 

HSUPA High Speed Uplink Packet Access 

ICMP Internet Control Management Protocol 

ISP Internet Service Provider 

JSI Jozef-Stefan Institute 

JSON JavaScript Object Notation 

KPI Key Performance Indicator 

LISN Line Impedance Stabilization Network 

LTE Long Term Evolution 

LV Low Voltage 

MIB Management Information Base 

MIMO Multiple Input Multiple Output 

MO Mobile Originated 

MPLS Multi-Protocol Label Switching 

MQTT Message Queue Telemetry Transport 

MSS Main Supply Substation (HV/MV) 

MV Middle Voltage 

OSI Open Systems Interconnection (standardization model proposed by ISO along 
with ITU-T) 

OSS Operation Support System 

OWD One Way Delay 

PDF Probability Density Function 
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PDSCH Physical Downlink Shared Channel 

PDP Packet Data Protocol 

PLC Power Line Carrier  

PMU Phasor Measurement Unit 

QAM Quadrature Amplitude Modulation 

PRB Physical Resource Block 

RA Random Access 

RAN Radio Access Network 

RMQ RabbitMQ 

RSRP Reference Symbol Received Power 

RSSI Received Signal Strength Indicator 

RTT Round Trip Time 

SA State Estimation 

S-FSK Spread Frequency-shift Keying 

SNMP Simple Network Management Protocol 

SM Smart Meter 

SINR Signal-to-Interference and Noise Ratio 

SNR Signal-to-Noise Ratio 

SPM Synchro Phasor Measurements 

TBS Transport Block Size 

TCP Transmission Control Protocol 

TDD Time Division Duplex 

TS Telekom Slovenije 

TRIA Transmit and Receive Integrated Assembly (part of satellite antenna) 

TBS Transmit Block Size 

TS Transformer Station (MV/LV) 

UE User Equipment 

UL Uplink 

UMTS Universal Mobile Telecommunications Service 

UP User Plane 

VPN Virtual Private Network 

WAMS Wide Area Measurement System 

WAMS ς PMC WAMS  Power Measurement and Control 

WAMS ς SPM WAMS Synchro-Phasor Measurement 

xDSL X (= A ς asymmetric, S ς symmetric, V ς very high bit rate) DSL 

XMPP Extensible Messaging and Presence Protocol 

 
 
  



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 10 of 95 
 

{¦b{995 ǇǊƻƧŜŎǘ 

SUNSEED proposes an evolutionary approach to utilisation of already present communication networks from 

both energy and telecom operators. These can be suitably connected to form a converged communication 

infrastructure for future smart energy grids offering open services. Life cycle of such communication network 

solutions consists of six steps: overlap, interconnect, interoperate, manage, plan and open. Joint 

communication networking operations steps start with analysis of regional overlap of energy and 

telecommunications operator infrastructures. Geographical overlap of energy and communications 

infrastructures identifies vital DSO energy and support grid locations (e.g. distributed energy generators, 

transformer substations, cabling, ducts) that are covered by both energy and telecom communication 

networks. Coverage can be realised with known wireline (e.g. copper, fiber) or wireless and mobile (e.g. Wi-Fi, 

4G) technologies. Interconnection assures end-2-end secure communication on the physical layer between 

energy and telecom, whereas interoperation provides network visibility and reach of smart grid nodes from 

both operator (utility) sides. Monitoring, control and management gathers measurement data from wide area 

of sensors and smart meters and assures stable distributed energy grid operation by using novel intelligent real 

time analytical knowledge discovery methods. For full utilisation of future network planning, we will integrate 

various public databases. Applications build on open standards (W3C) with exposed application programming 

interfaces (API) to 3rd parties enable creation of new businesses related to energy and communication sectors 

(e.g. virtual power plant operators, energy services providers for optimizing home energy use) or enable public 

wireless access points (APs) (e.g. Wi-Fi nodes at distributed energy generator locations). SUNSEED life cycle 

steps promise much lower investments and total cost of ownership for future smart energy grids with dense 

distributed energy generation and prosumer involvement. 
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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 

The deliverable represents comprehensive field trial validations, focusing on installations of physical 
equipment, communication network and power measurements with all developed supporting 
services for managing smart grid observability in real time. We made validation for physical 
installations on field trial, communication network with developed communication solutions and for 
power measurements as inputs for developed applications.  
 
On field trial which consists of four different locations 819 of communication nodes were set up. 781 
of them being smart meters and 38 WAMS SPM used for synchronized real time voltage phasors 
measurements. Some deviations regarding first installation plans occurs due to several unpredictable 
technical and non-technical  reasons like adoption of developed solutions needs, foreign ownership 
of secondary substations and equipment, no load or very small load presence on supplying 20/0,4 kV 
transformer, etc.. On the other hand some additional installations were made to demonstrate 
usefulness of WAMS SPM for detecting phase sequence detection between neighborhoods main 
supply substations in case of reserve supply restoration. 
  
Regarding communication network performance, we have analysed the latency performance (by 
measuring the RTT) of the SUNSEED smart grid communication network and briefly looked at the 
one-way delay of the WAMS-SPM power measurement data. The communication network that was 
used is primarily LTE and in some locations, alternative solutions such as UMTS, Fiber, and satellite 
communication. At the application layer, a lightweight M2M messaging protocol called MQTT has 
been used in conjunction with RabbitMQ, a messaging broker software.  We found out that fibre has 
the best latency performance (i.e. lowest RTT) followed by LTE, UMTS and satellite, which conforms 
to the general expectation. The measured latency performance of LTE (mean RTT between 20 -50 
ms) conforms with the user-plane RTT values from existing studies and field trial results in the 
literature. It is also sensitive to the radio conditions namely UL and DL SINR, and RSRP.  
 
The analyses on field trial also shows that the actual end-end delay relevant from a smart grid 
perspective is dependent not just on the communication network but also more importantly on the 
application layer architecture. Hence, it is important to design the application layer architecture 
according to the type of application layer protocol being used, the frequency of measurements and 
the number of devices reporting those measurements. One possible solution in this regard is to have 
multiple application servers for load balancing. 
 
Traffic flow analyses have shown that the traffic flow of WAMS-SPM devices depends highly on the 
type of network connection. While all devices transmit 50 power measurements per second, the TCP 
and RabbitMQ protocols used adapt to the link properties and conditions, which affects the number 
of IP packets being transmitted and their sizes. Fiber uses many small packets, whereas LTE and 
UMTS send larger amounts of data per packet. 
 
Regarding power measurements validation we are focusing to those measurements, which will 
enable the full observability and forecasting of the distribution system, either as an input 
measurement in the distribution system state estimation, or as an independent measurements 
serving as an input into forecasting modules or just for presentation in the visualisation software. 
Evaluation of the distribution system state estimation (DSSE) was done on one field trial location. 
Validation analyse shows that magnitude error is smaller than 0.2 % and phase error is below 0.01 
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degrees.Prediction evaluation shows that regression models work only slightly better than moving 
average models at very short and at longer prediction horizons. 
 
Finally we estimate the business potential for PMU devices roll out. Main benefits for DSO which 
could be useful immediately are increasing potential for connections of new network users, voltage 
unbalances reductions and outages reductions due to failed phase sequence.  
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1 LƴǘǊƻŘǳŎǘƛƻƴ 

The deliverable represents comprehensive field trial validations with focusing on installations of 
physical equipment, communication network and power measurements with all developed 
supporting services for managing smart grid observability in real time. In project we set up 819 of 
communication nodes with 781 of smart meters and 38 of WAMS SPM for synchronized real time 
measurements of voltage phasors. Devices have been connected on communication network 
thorough four different communication scenarios to test and compare performance currently most 
present communication technologies like fibre, mobile (UMTS, LTE) and satellite communications. In 
general the whole system design completely fulfil quite ambitious object sending voltage phasors 
data les then once per second.     
 
Deliverable is divided on five chapters. Physical validation of installed WAMS devices and smart 
meters regarding plans from previous deliverables (D5.1.2 and D3.3.2) is analysed in Chapter 2. Then 
follow two main chapters validating Sunseed crucial achievements. In Chapter 3 validation of 
communication networks with developed solutions and services supporting measurements WAMS 
devices is made. Performance of real time measurements with advance managing tools like load 
forecasting and state estimations for increasing observability in power distribution network is 
analysed and validate in Chapter 4.  Then still following Conclusion and Literature.           



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 14 of 95 
 

2 ±ŀƭƛŘŀǘƛƻƴ ƻŦ ŦƛŜƭŘ ǘǊƛŀƭ ƛƴǎǘŀƭƭŀǘƛƻƴǎ 

Smart meters and WAMS SPM devices installations were planned in schedule from deliverables 
D5.1.2 and later on D3.3.2. Table 1 below shows planned numbers from deliverables and realized 
installations on all field trial locations. We set up 819 of communication nodes with 781 of smart 
meters and 38 of WAMS SPM for synchronized real time measurements of voltage phasors. Form 
table it could be recognized that there are some deviations in numbers especially for WAMS SPM 
devices. Reasons for this we analyse in prosecution. 

Table 1. Realization of SM and WAMS installations regarding plans in deliverables D5.1.2 and D3.3.2 

 PLANNED INSTALLATIONS REALIZED INSTALLATIONS 

Deliverable: D5.1.2 D3.3.2 D5.2 

 SM WAMS SPM SM WAMS SPM SM WAMS SPM 

Main supply 
substation 

(110/20 kV: 
   4  12 

Secondary 
substation 

(20/0,4 kV): 
855 76  38 781 26 

 

2.1 Validation of WAMS SPM nodes physical installation 

Table 2, Table 3, Table 4 and Table 5 show WAMS SPM installations separate for each field trial 
location. The best coverage between plans and realization is presented in Kromberk, then following 
wŀȊŘǊǘƻΣ .ƻƴƛŦƛƪŀ ŀƴŘ YƴŜȌŀΦ .ŜǎƛŘŜǎ ŎƻƴƴŜŎǘƛƻƴ ƻŦ ²!a{ {ta ƛƴ ǎŜŎƻƴŘŀǊȅ ǎǳōǎǘŀǘƛƻƴǎ ǿŜ 
foreseen in plan from D5.1.2 also the connections on disperse generation sites which was later 
abandoned and numbers decreased consequently. There are two main reasons for this. For first state 
estimation algorithm considers measurements in low voltage nodes as pseudo obtained from smart 
meters. Voltage phasor measurements are possible at secondary substations meanwhile in low 
voltage grid the angles between nodes are too small for detection. Secondly, installation on site with 
generation is quite comprehensive due to regulatory prescribed equipment of its network 
connection point which demands considerable adoption of measurement place. 
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Table 2. Validation of physical installation for field trial location Kromberk 

 

Table 3. ±ŀƭƛŘŀǘƛƻƴ ƻŦ ǇƘȅǎƛŎŀƭ ƛƴǎǘŀƭƭŀǘƛƻƴ ŦƻǊ ŦƛŜƭŘ ǘǊƛŀƭ ƭƻŎŀǘƛƻƴ YƴŜȌŀ 

 
 

Field trial location

WAMS SPM location - 

MSS or SSB

Planned 

num. of 

WAMS SPM

Installed nm. of 

WAMS SPM Reasons for deviations

MSS Gorica 0 1 Additional reference WAMS

SSB Meblo 2 1 No load on second teansformer 

SSB Primarna 1 1 OK

SSB Kotlarna 4 3 No WAMS on generation sites

{{. tƻǾǊǑƛƴǎƪŀ3 1 No WAMS on generation sites

SSB A+A 2 1 No load on second teansformer 

SSB Pikolud 1 1 OK

SSB Jogi 1 1 OK

SSB MFE Ilmest 2 2 OK

SSB SE Meblo Jogi 1 1 OK
Total KROMBERK 17 13

NOTES:

- Main supply substation (MSS)

- Secundary substation (SSB)

KROMBERK (NOVA GORICA)

Field trial location

WAMS SPM location - 

MSS or SSB

Planned 

num. of 

WAMS SPM

Installed nm. of 

WAMS SPM Reasons for deviations

MSS Tolmin 0 2 Additional reference WAMS

SSB Zuza 2 0

False estimation of transformer 

number, no/week load

{{. YƭŀǾȌŜ 1 0 Huge adoption of whole SSB

SSB Borovnica 1 0

Huge adoption of whole SSB, no/week 

load

Sela nad Podmelcem 2 1 No WAMS on generation sites

Logar 1 0

Huge adoption of whole SSB, no/week 

load

Loje 1 0

Huge adoption of whole SSB, no/week 

load

Mohor 1 0

Huge adoption of whole SSB, no WAMS 

on generation sites, no communication 

coverage

YƴŜȌƪŜ wŀǾƴŜ 4 0

Huge adoption of whole SSB, no WAMS 

on generation sites, no communication 

coverage

YƴŜȌƪŜ ǊŀǾƴŜ Ǿŀǎ2 1 No WAMS on generation sites

HE Podmelec 1 0 No WAMS on generation sites

aI9 YƴŜȌŀ 1 0 Substation in foreign ownership

ƳI9 YƴŜȌƪŜ wŀǾƴŜ н1 0 No WAMS on generation sites

mHE Strmec Hvala 1 0 No WAMS on generation sites
¢ƻǘŀƭ Yb9¿! 19 4

NOTES:

- Main supply substation (MSS)

- Secundary substation (SSB)

Yb9¿! ό¢h[aLbύ
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Table 4. Validation of physical installation for field trial location Razdrto 

 

Field trial location

WAMS SPM location - 

MSS or SSB

Planned 

num. of 

WAMS SPM

Installed nm. of 

WAMS SPM Reasons for deviations

MSS Postojna 0 1 Additional reference WAMS

MSS Razdrto 4 1 False estimation of transformer number

SSB Profiles peletirnica 1 1 OK

SSB Razdrto vas 1 1 OK

SSB Razdrto KZ 1 1 OK

SSB Kovinoplastika 2 0

Substation in foreign ownership, no 

WAMS on generation sites, huge 

adoption of whole SSB

SSB Razdrto 1 1 OK

SSB Razdrto Kamnolom 1 1 OK

{{. !ǎŦŀƭǘƴŀ ōŀȊŀ [ŀȌŜ1 1 OK

{{. [ŀȌŜ 2 1 No WAMS on generation sites
SSB Asfaltna baza 

{ŜƴƻȌŜőŜ 1 0 No communication coverage

SSB Ravni 1 1 OK

{{. {ŜƴƻȌŜőŜ м1 1 OK

SBS Nanos 1 0 Substation in foreign ownership

{{. ¢Ǌƛ ƘƛǑŜ 1 1 OK

{{. IǊǳǑŜǾƧŜ Ƴƭƛƴ1 0 No/week load

SSB C.P. Nanos 1 Supply feeder outside field trial

SSB MVE Razdrto 1 No WAMS on generation sites

SSB Profiles 3 0 0 OK

SSB Profiles Razdrto 0 0 OK

{{. [ŀȌŜ /ŜǎǘŀǊǎƪŀ ƘƛǑŀ1 0 No load

{{. {ŜǇŀǊŀŎƛƧŀ [ŀȌŜ0 1 Additional WAMS

{{. [ŀȌŜ YŀƳƴƻƭƻƳ м0 0 OK

SSB Rebernice 2 1 0 Supply feeder outside field trial

SSB Barnica 1 0 Supply feeder outside field trial

SSB Predor Podnanos 1 0 Supply feeder outside field trial
Total RAZDRTO 26 13

NOTES:

- Main supply substation (MSS)

- Secundary substation (SSB)

w!½5w¢h ό{9¿!b!ύ
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Table 5. Validation of physical installation for field trial location Bonifika 

 
 
Even plans for installations WAMS SPM in secondary substations have not been fully implemented. 
Main reasons for deviations and WAMS SPM uninstalling are foreign ownership of secondary 
substations and equipment, no load or very small load presence on supplying 20/0,4 kV transformer,  
week communication network and huge unforeseen cost with staff effort for communication or 
ǇƻǿŜǊ ŜǉǳƛǇƳŜƴǘ ǊŜŎƻƴǎǘǊǳŎǘƛƻƴΦ ¢ƘŜǊŜŦƻǊŜ ƛƴ YƴŜȌŀ ǾŀƭƭŜȅ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ ǎŀǘŜƭƭƛǘŜ 
communication was demonstrated at one location of the three planned.  
 
Unforeseen cost with huge staff effort appears on sites with rural type of secondary substation with 
transformer mounted on pole. In this case a low voltage delivery box with busbars must be 
completely replaced with new one with separate power and measurements department which in 
addition to increased costs also requires long hours disconnection from supply for all customers 
under this substation. 
 
{ƻƳŜ ǎŜŎƻƴŘŀǊȅ ǎǳōǎǘŀǘƛƻƴǎΣ ŜǎǇŜŎƛŀƭƭȅ ǘƘƻǎŜ ŀǘ ǊǳǊŀƭ ǘǊƛŀƭ όYƴŜȌŀΣ wŀȊŘǊǘƻύΣ ŀǊŜ ŎǳǊǊŜƴǘƭȅ ǿƛǘƘ ƴƻ 
load and customers or with their very small amount and therefore have no influence on power 
network state and related observability.  
    
On the other hand Elektro Primorska (EP) as DSO representor adopts installations in field trial 
Bonifika. We use WAMS SPM for power lines phase sequence detection between neighborhoods 
main supply substations in case of reserve supply restoration. EP decided to install WAMS SPM 
rather on secondary side of each supplying transformer 110/20 kV and main 20 kV busbars in 
neighborhood substations. For that reasons we install 6 pieces of WAMS SPM in three main supply 
substations Koper, Dekani and Lucija which are connected through 20 kV lines for reserve supply in 
case of fault in part of 110 kV network. 2 WAMS SPM were installed in 20 kV delivery substation Izola 
supplied on 20 kV from Koper and Lucija. In Izola we test right line phase sequence with connection 

Field trial location

WAMS SPM location - 

MSS or SSB

Planned 

num. of 

WAMS SPM

Installed nm. of 

WAMS SPM Reasons for deviations

SSB Bonifika 2 3 0 Change of use case demonstration

SSB Agraria 2 0 Change of use case demonstration

SSB Bonifika 1 1 0 Change of use case demonstration

SSB Bonifika 3 2 0 Change of use case demonstration

{{. ~ǇŀǊ 1 0 Change of use case demonstration
{{. 2ǊǇŀƭƛǑőŜ Yŀƴŀƭ 

grande 2 0 Change of use case demonstration

SSB Koper 3 (DVTP) 1 0 Change of use case demonstration

SSB Obrtni center 1 0 Change of use case demonstration

SSB Markovec vzhod 1 0 Change of use case demonstration

MSS Koper 0 2 Change of use case demonstration

MSS Dekani 0 2 Change of use case demonstration

MSS Lucija 0 2 Change of use case demonstration

MSS Izola 0 2 Change of use case demonstration

Total BONIFIKA 14 8

NOTES:

- Main supply substation (MSS)

- Secundary substation (SSB)

BONIFIKA (KOPER)
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of both 20 kV buses from Koper and Lucija in parallel operation. In opposite case of false sequence 
the short sequence will appear and EP will face with huge outage. 
 
Due to needs of state estimation algorithm we placed additional WAMS SPM into on secondary side 
of power traƴǎŦƻǊƳŜǊǎ ƛƴ Ƴŀƛƴ ǎǳǇǇƭȅ ǎǳōǎǘŀǘƛƻƴǎ ƻƴ ŦƛŜƭŘ ƭƻŎŀǘƛƻƴ YǊƻƳōŜǊƪΣ wŀȊŘǊǘƻ ŀƴŘ YƴŜȌŀΦ            
  

2.2 Validation of smart meters installation 

In Sunseed field trial all customer measurements places are equipped with following types of smart 
meters: 

- industrial smart meters: for customers with current limitation of 63 A and more, 
- residential smart meters for customer with current limitation lower than 63 A. 

 
In project we install just residential type. All customers with current limitation of 63 A or more were 
equipped with industrial type before Sunseed started. Table 6 shows a status on field trial where 865 
smart meters were running on all trial locations. Of this 68 are industrial type and were installed 
before project started, other are residential type and were installed regarding  the plan during the 
project. Numbers under deviations illustrate customers which have still old type of inductive meters. 
Main reason for this deviation is that old meters were not accessible and Elektro Primorska working 
teams were not able to replace them with new ones.      

Table 6. Validation of physical installation of SM on field trial 

 
 
 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     

Field trial location Total num. of measurement pointsInstaled before SunseedInstaled in SunseedDeviations

Kromberk 129 35 92 2

Razdrto 158 9 146 3

Bonifika 513 43 465 5

YƴŜȌŀ 94 10 78 6

Total 894 97 781 16
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3 /ƻƳƳǳƴƛŎŀǘƛƻƴǎ ǎȅǎǘŜƳǎ ŀƴŀƭȅǎƛǎ ŀƴŘ ǾŀƭƛŘŀǘƛƻƴ  

The analysis of the communication performance in the SUNSEED trial is focused on the end-to-end 
ŘŜƭŀȅ ƻŦ ǘƘŜ ǇŀŎƪŜǘǎ ōŜǘǿŜŜƴ ǘƘŜ ŜΦƎΦ {¦b{995 ƳŜŀǎǳǊŜƳŜƴǘ ƴƻŘŜǎ ŀƴŘ {¦b{995Ωǎ ŎŜƴǘǊŀƭ 
database where the relevant data is stored, pre-processed and accessed by various smart grid 
applications. Between the two communication endpoints the data packets in the SUNSEED trial 
traverse the wireless cellular access network and the core network of Telekom Slovenija.  
 
In general the end-to-end communication delay can be roughly determined as half of the packets 
round-trip-time (RTT) between the source and destination. Additionally, for cellular networks it can 
be generally split into Control Plane (C-Plane) and User Plane (U-Plane) delay segments as shown in 
Figure 1. C-Plane delay is the time required for the terminal to transit from idle to active state. The U-
Plane delay is defined here as the delay between packet departure at the source node and packet 
arrival at the destination node (in the Internet or External network) while the terminal is in 
Connected state. 
  
Depending on the wireless cellular technology (e.g. LTE or UMTS), certain additional delays may be 
involved or a particular delay may not be applicable. For example, in UMTS, the C-Plane delay 
involves additional GPRS Attach and Packet Data Protocol (PDP) Context Activation procedure related 
delays. However, in LTE, certain C-plane messages are piggybacked (e.g. attach request) or removed 
to reduce the C-plane delay.  Further, the scheduling delay, as part of the U-plane delay, is not 
applicable in UMTS when the user is allocated a dedicated channel, whereas it is applicable for 
shared channel allocations such as in HSPA and LTE.   

 

 

Figure 1. Generalised end-to-end delay split up 

 
The studies and field trials  [1]- [5] carried out on the LTE and UMTS (HSUPA) latency performance, 
provide an insight in the round trip time (RTT) or end-to-end delay (whichever is measured) that 
could be expected during the SUNSEED  trial. The values are based on the assumption of low to 
moderate network load and are summarized in Table 7. We can observe from Table 7 that the 
control plane delay is the major differentiator to the overall (uplink) delay between LTE and HSUPA.  

 

End-to-end delay 
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Table 7. Summary of Expected Uplink end-to-end delays in LTE and UMTS (HSUPA), based on 
measurement studies in the literature [1]- [5] 

Type of Uplink Delay LTE UMTS (HSUPA) 

 
Control Plane Delay 

(MO-Call Setup Delay) 
 

 
65 -200 ms. 

 

 
550 ms. ς 2s 

 
User Plane Delay 

 

 
10 ς 50 ms. 

 
10 -60 ms. 

 
 

Total Uplink One Way 
Delay (OWD) 

 
Worst Case (C+U 

Plane):  75 -190 ms 
 

Best Case (U-Plane 
Only):   10 ς 50 ms 

 

 
Worst Case (C+U plane): 560 

ς 2 ms. 
 

Best Case (U-Plane Only): 10 
ς 60 ms 

 
The key parameters, which determine the C-plane latency are Random Access (RA) delays and RRC 
connection setup time: 

a) Both Random Access (RA) delay and RRC connection setup time increase with a 
decrease in radio coverage quality. For example, RA delay increases in bad coverage 
conditions because the mobile terminal will have more RACH preamble 
retransmissions and waiting time for its random-access slot. 

b) Due to the limited number of unique access preambles there is a likelihood of a 
collision if two terminals select the same preamble and their messages arrive at about 
the same time. Thus, the RA delay is also expected to increase with an increase in a 
number of contending users, especially with the addition of many MTC devices. 

c) RRC connection setup time increases because, in bad radio conditions, there is a higher 
chance of RRC link getting dropped in the middle of a set-up, requiring the UE to 
initiate the re-establishment procedure. The re-establishment procedure does not 
involve repetition of the RA process since the UE identity (C-RNTI) is known by the 
network. Further, errors in the RRC Connection Reestablishment request messages 
lead to retransmissions which increase the setup time. 

 
The U-plane latency depends on (see also Figure 1): 

- The packet size as it takes longer time to transmit large packets. In [3], the effect of packet 
sizes on the user plane latency was studied. It is shown that Round Trip Time (RTT) is nearly 
constant (< 20 ms) for low packet sizes (<= 100 bytes) and increased up to 30 ms for packet 
sizes up to 1000 bytes. 

- The packet inter-arrival time and the Discontinuous Reception (DRX) inactivity timer value. If 
the packet inter-arrival time is small (e.g. tens of ms) the terminal would remain in 
connected mode whereas if the packet inter-arrival interval is large (Eg: > 20 s), the terminal 
may transition to IDLE state. For arrival times between these extreme inter-arrival intervals, 
the terminal would either be in Short DRX or Long DRX state. Depending on the state in 
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which the terminal is camping in, the next arriving packet experiences a C-Plane transition 
delay in addition to the U-Plane latency, hence increaseing the observed RTT.  The study in 
[1] shows that the latency varies up to 30 ms when the packet inter-arrival time is <200ms,  
whereas it increases up to 100 ms when the interval < 20s. For packet inter-arrival time > 20 
s the RTT drastically increases to at least 180 ms due to the C-Plane delay contribution.  

- The achievable signal to interference ratio has an impact on the transmission delay. A more 
detailed analysis of the effect of SINR conditions on the transmission delay in LTE was done 
in [7]. The SINR affects the used Modulation and Coding Scheme (MCS), which determines 
the Transport Block Size (TBS). The TBS per unit time determines the data rate  and in 
general, with an increase in data rate, the U-plane latency decreases [5]. Further, under poor 
coverage, more retransmissions take place which leads to Hybrid ARQ (HARQ) delay (e.g. 8 
ms for each retransmission in the uplink). As shown in [7], with HARQ retransmissions 
increase from 0% to 3.6 % the delay increases from 8 to 16 ms.    

- The scheduling process at the eNB leads to a scheduling delay which adds to the U-plane 
latency. As the load increases in the network, the scheduling delay will be increased. The 
scheduling algorithm also influences the scheduling delay depending on whether the 
algorithm aims at fairness, optimising user or cell throughput, utilizes the frequency 
selectivity (i.e. multi-user diversity) etc. In [8], the effect on maximum uplink delay due to the 
number of smart grid nodes in the network and the granularity of PRB assignment to SG 
nodes is anlaysed through simulation.  It is shown that, for a low number of nodes, there is 
an improvement in delay performance with an increase in PRB allocations per node. The type 
of LTE network configuration (TDD or FDD) also affects the delay. In LTE TDD, a specific 
uplink-downlink configuration is shown to have the least average uplink delay, for uplink-
biased traffic (which is applicable to smart grid traffic) [9]. 

3.1 SUNSEED trial communication set-up 

The data in Table 8 gives an overview of the installed nodes per region, till date [10]. In certain 
locations, more than one WAMS node is connected to a LTE (or UMTS) modem. The cellular network 
(via LTE and UMTS) of Telekom Slovenija will be the focus of our analysis since the majority of the 
devices whose analysis is presented in this report were connected via the wireless access network of 
Telekom Slovenija. 

Table 8. Communication Solutions Deployed Per Region [10] 

Region Type of Communication Number of 
WAMS nodes 

Number of SMs 
(Residential + 

Industrial) 

Indicative 
Duration of 

collected data 

Kromberk LTE (9  Modems) 
Fiber (1 Modems) 

8 (LTE) 
1 (Fiber) 

127 2 ς 3 months 

Kneza LTE (1 Modem) 
Satellite (1 Modem) 
Fiber (1 modems) 

1 (LTE) 
1 (Satellite) 

2 (Fiber) 

88  2 months 

Razdrto 
 

LTE (8 modems) 
UMTS (3 modems) 
Fiber (2 modems) 

8 (LTE) 
3 (UMTS) 
2 (Fiber) 

155 LTE (2 weeks to 2 
months) 
UMTS (2 
months) 

 
Figure 2 shows the Telekom Slovenije (TS) network architecture [11] for the SUNSEED trial. The data 
from the WAMS nodes connected via LTE network traverses the TS APN (see upper left corner in 
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Figure 2) and then via the MPLS network terminates at the data centre servers (see lower part in 
Figure 2). There are a few (3 in the figure) WAMS nodes connected directly via a fiber link and a 
CISCO fiber modem. The fiber link is provided by Elektro Primorska (EP) and these WAMS nodes are 
connected in and EP subnet, and afterwards via EP firewall they are connected to the TS MPLS 
network via the ELAS KROMBERK router. 
 
The LTE modems are managed via the Simple Network Management Protocol (SNMP) running on the 
NAGIOS server (as explained in the next section) located behind LAB PFSENSE Firewall. The power 
measurement data from the WAMS nodes (including time-stamps at the source and at the 
destination) and the SNMP data from the modems are both stored in a MongoDB database server 
located in the data centre. 
 
The overall traffic from the nodes implemented in the SUNSEED trial is monitored via a specialized 
tapped device that is connected with a UBUNTU server (see upper right corner in Figure 2) where a 
traffic sniffing software is installed. 

 
 

Figure 2. Telekom Slovenije Network for SUNSEED Trial[11] 

At the application level, the trial system architecture is shown in Figure 3. The WAMS device will 
communicate to either an XMPP server (if it is a WAMS-PMC device) or an MQTT broker (if it is a 
WAMS-SPM device). Currently, in the trial, only WAMS-SPM devices have been installed. The MQTT 
data from authenticated WAMS-SPM devices first reach the MQTT broker (located in the VIDEK 
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platform in the upper right corner in Figure 2). Here, a script runs which publishes the data to a 
RabbitMQ (RMQ) server [12]. The role of the RabbitMQ server is to regulate the publishing of MQTT 
data (from several WAMS devices or sources) in order to not overload the client servers (e.g. Mongo 
DB and API/GUI servers located in the data centre in lower part of Figure 2). The RabbitMQ server 
implements queues using the AMQP protocol [13]. These queues store the MQTT messages that are 
later retrieved by an AMQP subscriber application that stores the data in a JSON format in the 
MongoDB database server. 
 
Third-party applications such as for smart grid state estimation, load forecasting, demand-response 
etc. can then access the data either from the MongoDB or subscribe to it directly from the RabbitMQ 
queues for their analysis.  
 

 

Figure 3. Application Layer SUNSEED Trial System Architecture 

3.2 Monitored Key Performance Indicators (KPIs) 

In this section we describe the monitored KPIs for the communication network during the SUNSEED 
trial. The most important KPIs are: 

- The average Round Trip Time (RTT) between the installed modem (connected to e.g. WAMS-
SPM node) and the SNMP server NAGIOS. 

- The one-way-delay (OWD) between the installed WAMS-SPM node and Mongo Database 
where all WAMS-PMC measurements are stored for further analysis. 

 
The sources of data used for the KPIs are as follows 

a) Periodic (5-minute interval) SNMP data from installed LTE/UMTS Modems2  

                                                             
2 Only SNMP data from TELTONIKA modems was made available as the INHAND SNMP 
communication was not working properly and the vendor could not solve this issue during the 
SUNSEED trial. 
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b) Periodic (15-minute interval) performance counter data from base stations (eNB / NB) 
c) WAMS-SPM power measurements including their time stamps 
d) Ping RTT measurements of fiber, satellite and UMTS modems as installed in the trial 

 

3.2.1 Description of the SNMP Data 

 
During the SUNSEED trial the SNMP data was collected by the SNMP server called NAGIOS located at 
the Telekom Slovenije (TS) network, see Figure 2. This SNMP server is responsible for monitoring and 
configuration of the installed modems. Monitoring is done through SNMP, wherein the NAGIOS 
server polls the modem (SNMP client) periodically for certain pre-configured type of information 
(such as RTT, signal status, throughput etc.) defined in the SNMP MIB- module. The SNMP 
parameters which were monitored for the  analysis in this report are shown in Table 9. 
 

Table 9. List of SNMP Parameters Monitored 

Technology Parameter Unit 
 

Description 

 
 
 
 
 
 
 

LTE and UMTS 

Modem 
hostname 

String (Eg: 'TEL- KROA-
A') 

Hostname in Nagios 

Modem 
Operational 

State 

Integer (0 ς Up, 1- 
Down) 

Operational state of the host 

Modem IP String (Eg: 
'10.161.18.17') 

WAN IP Address of the modem 

 
Timestamp 

 
UNIX Epoch 

Timestamp (s)  
+1 GMT 

Timestamp of the SNMP 
measurement 

Cell ID String (Eg: '128372933' 
) 

Cell ID reported by the modem 

Round Trip 
Time(RTT) ς 
Average, Min 

and Max 

ms Statistics of 5 ICMP packets sent 
by the server with an interval of 

80 ms 

 
 
 

LTE 
 

RSRP dBm Cell RSRP reported by the 
modem 

Throughput 
(Sent)  

Bits per second (bps) Average uplink throughput 
(Total Bits sent in a 5-min 

interval/300) 

Throughput 
(Received) 

Bits per second (bps)  Average downlink throughput 
(Total Bits received in 5 min 

interval/300 ) 

DL SINR dB DL Signal to Interference plus 
Noise Ratio (SINR) reported by 

the UE 

 
UMTS 

 

 
DL RSSI 

 
dBm 

 
DL Received Signal Strength 

Indicator (RSSI) 
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For the Round Trip Time (RTT), the Nagios server sends 5 Internet Control Management Protocol 
(ICMP) packets (or Ping packets) with size 72 Bytes and an interval of 80 ms and reports the average, 
minimum and maximum of the 5 RTT values for each measurement period (5 minutes). We will use 
the average value of these 5 RTT values as the representative sample for a particular measurement 
period. 
 
Since SNMP data is available only from TELTONIKA LTE/UMTS modems, in order to get the RTT 
statistics from the rest of the modems (Fiber, satellite and INHAND UMTS modems), we pinged those 
modems from a server (Ubuntu sniffing server in Figure 2) in the TS core network and analysed the 
resulting values. 

3.2.2 Performance Counters from eNB/NB 

The performance of the LTE cell can be also assessed via certain statistical counters (as defined by 
the eNB vendor) defined in the eNB/NB which are periodically (e.g. every 15 min) read by a 
performance management system in the Telekom Slovenije (TS) network. Some of these counters 
can be used to measure the radio conditions of a particular LTE cell. Table 10 lists the parameters 
analysed from the eNB/NB statistical counters. 

 

Table 10. List of eNB/NB Statistical counters monitored during the trial (Note: The time granularity of 
all the parameters is 15 minutes) 

Type of Base 
Station 

Parameter Data Type/ Unit 
 

 
 

 
 
 
 
 
 
 

eNB 

UL Interference 
per PRB 

 

Index based on the below ranges(dBm) ς Final output is the 
weighted average of the index values in the 15 min interval 

                               PDF ranges: 
[0]: N+I <= -121,                        [1]: -121 < N+I <= -120 
[2]: -120 < N+I <= -119,             [3]: -119 < N+I <= -118 
[4]: -118 < N+I <= -117,             [5]: -117 < N+I <= -116  
[6]: -116 < N+I <= -115 ,            [7]: -115 < N+I <= -114 
[8]: -114< N+I <= -113,              [9]: -113 < N+I <= -112 
[10]: -112 < N+I <= -108,           [11]: -108 < N+I <= -104 
[12]: -104 < N+I <= -100,           [13]: -100 < N+I <= -96 
[14]: -96 < N+I <= -92,               [15]: -92 < N+I 

 

PDSCH UL/DL PRB 
Utilisation(%) 

 

Index based on the below range(%)ς Final output is the 
weighted average of the index values in the 15 min interval 

                    PDF ranges:  
[0]: 0 % <= Utilization < 10 %  ,    [1]: 10 % <= Utilization < 20 
%  
[2]: 20 % <= Utilization < 30 % ,   [3]: 30 % <= Utilization < 40 
%  
[4]: 40 % <= Utilization < 50 % ,   [5]: 50 % <= Utilization < 60 
%  
[6]: 60 % <= Utilization < 70 % ,   [7]: 70 % <= Utilization < 80 
%  
[8]: 80 % <= Utilization < 90 % ,   [9]: 90 % <= Utilization 
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eNB (NB) Number of 
Connected Ues 

(Number of Circuit-
Switched(CS) 

users/ Number of 
Packet-Switched 

(PS) users) 

Integer 

 
 
 

NB 

Average Power 
Received over the 

5 MHz band 

dBm 

Average RSSI dBm 

Cell throughput 
(DL/UL) 

Kbps 

DL Code tree 
utilisation (%) 

Float (%) 

 
 

3.2.3 WAMS-SPM power and delay measurements 

Every WAMS-SPM device installed in the field was configured to collect power measurement samples 
at 50 Hz. Along with the actual power measurements, the device (GPS synchronised) also records the 
exact timestamp of the measurement. Since the WAMS-SPM device communicates via the MQTT 
protocol, which is an application layer protocol running over TCP, each of the measurement samples 
ƛǎ ǎŜƴǘ ŀǎ ŀƴ av¢¢ ΩƳŜǎǎŀƎŜΩ ǘƻ ǘƘŜ ¢/t ƭŀȅŜǊΦ ¢ƘŜ ¢/t ƭŀȅŜǊ ǘƘŜƴ ōǳƴŘƭŜǎ ƻƴŜ ƻǊ ƳƻǊŜ ƻŦ ǘƘŜǎŜ 
ΨƳŜǎǎŀƎŜǎΩ ŀǎ ŀ ǇŀȅƭƻŀŘ ŦƻǊ ǘƘŜ ƭƻǿŜǊ ƭŀȅŜǊǎΦ 
 
The final Ethernet data frame is then sent to the LTE/UMTS/Fiber/Satellite modem which then 
reaches the TS core network via the respective access networks.  The packets terminate at the VIDEK 
server on which a script runs to publish the data to the RabbitMQ server (see Figure 2 ). From here, 
they are either consumed by subscriber applications (such as state estimation) or stored in the 
MongoDB database which external applications (such as load forecasting) can access via an API. The 
Ŧƛƴŀƭ Řŀǘŀ ǎǘƻǊŜŘ ƛƴ ǘƘŜ aƻƴƎƻ5. ŀƭǎƻ ƛƴŎƭǳŘŜǎ ǘƘŜ ƳŜŀǎǳǊŜƳŜƴǘΩǎ ǘƛƳŜ-stamp at its origin, the 
timestamp of the packet arrival in the MongoDB server and the end-to-end delay as the difference 
between these two timestamps. The relevant WAMS parameters for our analysis are listed in Table 
11. 

Table 11. WAMS Parameters Monitored 

Parameter Unit 

Node ID String 

Location Name String  

Region String 

Measurement Timestamp UNIX Epoch Timestamp (ms) 
GMT +1 

Database Timestamp UNIX Epoch Timestamp (ms) 
GMT +1 

End-End Delay  ms 

 
 



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 27 of 95 
 

3.2.4 Limitations of the measured communication performance in the SUNSEED Trial 

The available communication network measurements in the SUNSEED trial poses certain limitations 
and challenges for the SUNSEED trial analysis. These limitations are explained in the following sub-
sections. 

3.2.4.1 Measuring the uplink SINR 

The available eNB/NB statistical counters in Table 10 do not enable quantification of the SINR in the 
uplink (UL) per modem. Despite this limitation, we provide a rough calculation of UL SINR based on 
the RSRP (or actually the corresponding path-loss) and the average total uplink interference per PRB 
over the measurement period (15 minutes) from the statistical counters of the eNB. 
The approximate uplink SINR calculation is explained below in Figure 4. 
  
 

 

Figure 4. Theoretical calculation of UL SINR (dB) 

Figure 4 ƛǎ ōŀǎŜŘ ƻƴ ǘƘŜ ƻǳǘǇǳǘ ƻŦ ǘƘŜ ǎǘŀǘƛǎǘƛŎŀƭ ŎƻǳƴǘŜǊ ά¦[ LƴǘŜǊŦŜǊŜƴŎŜ ǇŜǊ tw.έ ƛƴ Table 10. The 
calculation is illustrated with an example: If the counter output is 4.6, then lower bound of the range 
corresponding to 4 (i.e the integer part) is selected and added to the product of the fractional part 
(i.e 0.6) and the interval size (i.e 1 dBm). This equals -118 + 0.6 = -117.4 dBm. 
 
The above value is only a rough indication of the mean value since the shadowing effects have not 
been considered and it is assumed that only 1 uplink PRB is allocated. Also, the interference per PRB 
value is a rough approximation based on the counter output which is a weighted average of the 
range indicator. Hence, we will also not be able to capture the fast-fading effects in the uplink. 
However, the main objective behind the above calculation is to capture the relative large-scale 
variations in the UL SINR and to see the corresponding influence on the RTT. 
 

3.2.4.2 Ideal end-to-end delay (one-way delay) 

In mobile networks where the SINR, achievable throughput and scheduling processes in the UL and 
DL are different, the UL and DL delays will generally be asymmetrical. So, the assumption of one-way 
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delay Ғ RTT/2 does not strictly hold true for mobile networks.  Ideally, we must measure the 
timestamps of the data packet recorded at least at two points ς at the source UE and at the edge of 
TS core network (e.g. at VIDEK server in Figure 2). 
Although in the trial we measure the end-to-end delay of the WAMS-SPM measurement data the 
end point here is the MongoDB and not the VIDEK server. The limitation here, as we will see later, is 
that the data incurs some application layer processing/queuing delays between VIDEK and MongoDB 
servers. Hence this delay value will not be reflective of only the communication network. 
 
The installed SUNSEED modems do not support Multi-Input Multi-Output (MIMO) based on multiple 
antenna configuration in uplink, whereas MIMO is supported in the downlink. Further, Cat-3 
modems used in the trial support 64 QAM only in the downlink. Therefore the UL throughput is 
typically lower than the DL throughput and thus the UL component of the RTT is expected to be 
higher than the DL component.  
 

3.2.4.3 Throughput of UEs in the Radio Access Network (RAN) 

If we are able to observe the actual throughput per UE in the uplink and downlink, we can make a 
rough estimate of the UL or DL transmission delay and which component-uplink or downlink of the 
RTT is expected to be higher. However, the data from the SNMP only provides the accumulated data 
in the 5-minute interval and the data from the eNB/NB statistical counters provides an aggregated 
data for the cell without distinction between the SUNSEED traffic and the 'regular' traffic. Note that 
the eNB/NB statistical counters also provide throughput per UE but this is aggregated over all UEs 
ŀƴŘ ǿƛǘƘƻǳǘ ŘƛǎǘƛƴŎǘƛƻƴ ōŜǘǿŜŜƴ ŀ ΨǊŜƎǳƭŀǊΩ ƻǊ {¦b{995 ¦9Φ  

 

3.2.4.4 Aggregate data of eNB/NB counters 

The eNB/NB performance counters report aggregate values for the entire cell. Therefore, parameters 
such as PRB utilisation (%) are the combined value of SUNSEED and 'regular' traffic in the cell. If we 
wish to analyse the number of PRBs utilised by only the SUNSEED modems, in order to measure its 
influence on the RTT, it is not possible. 
 
The counter output of certain KPIs (Table 10) - PRB Utilisation (%) and UL Interference per PRB are in 
the form of range indicator and not the actual value. Hence this will limit the analysis of correlating 
the time variation of RTT vs the above KPIs. The variation in the range indicator output will not be 
able to capture the actual variations in the utilisation/interference. For example, a variation in 
utilisation from 20% to 39% (nearly 2X increase) will have the same output as an increase from 29% 
to 30%. 
 
The current regions in which the smart grid devices have been deployed are characteristic of 
suburban and rural environments. The connected users in the cell have been observed to be less 
than 15 users on an average. Hence, it is expected that the cell load will not play a major role in the 
sensitivity analysis and we shall not be able to measure its effect on the RTT. 
 

3.3 Communication system performance analysis in the SUNSEED trial 

In this section we provide the detailed analysis of the communication performance of the LTE and 
UMTS wireless access network at Telekom Slovenija also including fiber connections as well as 
satellite links, see Table 8. 
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3.3.1 Round Trip Time (RTT) analysis for different access networks 

Figure 5 shows the empirical CDF of RTT for the LTE modems in Kromberk, Kneza (only one LTE 
modem) and Razdrto. We see that on an average, the RTT of the modem in Kneza is higher (~ a factor 
of 2) than those in Kromberk and Razdrto. We can also observe that 95% of the time, the RTT is less 
than ~ 35 ms in Kromberk, ~ 40 ms in Razdrto and less than ~55 ms in Kneza. The difference can be 
attributed to radio conditions of specific modems in these regions as we shall see later. 
 

      

Figure 5. CDF of the RTT for the LTE modems installed in Kromberk, Kneza and Razdrto 

The above observed values conform to the typical U-plane RTT (or roughly 2x one-way delay) 
observed in an LTE network (see Table 7ύΦ ¢ƘŜ ƳƻŘŜƳǎ ŀǊŜ ŜȄǇŜŎǘŜŘ ǘƻ ōŜ ƛƴ άww/-/ƻƴƴŜŎǘŜŘέ ƳƻŘŜ 
since the ping packets have low inter-packet arrivals (80 ms) and the modems are otherwise also 
actively sending data from the WAMS/SM nodes (at a minimum interval of 20 ms). Hence the C-Plane 
delays (Figure 1) are not expected to contribute significantly to the overall RTT (or one-way delay) in 
this case. 
 
Figure 6 shows the box plot of the RTT values of each LTE modem across the three regions (Kneza, 
Kromberk and Razdrto). All the modems in the figure are in Kromberk except for TEL-TOSELPOD 
located in Kneza and the last three modems (TEL-RAZVAS, TEL-RAZ80 and TEL-RAZKAMNOLOM) 
located in Razdrto. We see that the overall variation (excluding the outliers) in RTT is highest in TEL-
TOSELPOD followed by TEL-KROSEJOG and TEL-KROA-A. For the remaining modems, the variation is 
less than 10 ms. 
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I 

 

Figure 6. Box Plot of RTT per LTE Modem in the three regions(The top and bottom sides of the box 
represent the 3rd and 1st quartile respectively. The red line in the box is the median. The two 

horizontal lines extending from the box represent the highest and lowest data within 1.5 * Inter 
Quartile Range (roughly between the 1st and the 99th percentile). The red points represent outliers. 

Figure 7 and Figure 8 show the RTT statistics of the UMTS (HSPA) modems in the Razdrto region. The 
mean RTT is around 60 ms which is higher than the LTE values. This corresponds with the values 
obtained from existing field results (Table 7). The RTT values in UMTS (HSPA) are expected to be 
higher than that of LTE because of the higher transmission time interval (TTI) of 2 ms vs 1 ms in LTE.  
 
 

 

Figure 7 Box plot of RTT per UMTS (HSPA) modem in the Razdrto region 
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Figure 8 CDF of the UMTS (HSPA) RTT in the Razdrto region 

 
The RTT statistics of the fiber modem in Kromberk is shown in Figure 9.  Clearly, the latency is 
significantly lower than LTE and UMTS, which is expected since it is a wired fiber/Ethernet link end-
to-end. The spread of the RTT is also lower since a fiber optic communication link is more stable, has 
dedicated bandwidth and is not prone to interference. 
 

 

Figure 9 CDF of the fiber modem RTT in the  Kromberk region 

 
The RTT statistics of the WAMS node connected via satellite link in Kneza region is shown in Figure 
10. The network architecture of the link is shown in Figure 11. Since the link is operated by a third-
party Satellite ISP, to ensure security, the data is sent through an OpenVPN tunnel terminating at the 
TS core network. 
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Figure 10. CDF of the RTT Statistics of WAMS Node (NN. Knezke) connected via Satellite link  

 

Figure 11. Satellite end-end network architecture  

The satellite RTT values are the highest (e.g. ~ 700 ms mean value) among all the access network 
communication links used in the SUNSEED trial, which is expected, simply due to the larger distance 
traversed. This also means that distance will be a key factor influencing the latency in satellite 
communications. Geostationary satellites are typically located 40000 Kms above the equator. With 
this distance, the minimum RTT will be around 560 ms (Note: The total distance traversed by the Ping 
packet as per Figure 11 will be 4x 40000 km). This distance will increase for regions further away 
from the equator. 
 
In Table 12, a summary of the RTT statistics (mean, and standard deviation) is provided for each of 
the access network communication solutions used in the SUNSEED trial. As expected, fiber has the 
best performance followed by LTE, UMTS and satellite. 
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Table 12. Summary of RTT Statistics for Different Communication Solutions 

 
Communication 

Media 

Round Trip Time (ms) 
 

Mean 
 

Std Dev 5th 
Percentile 

95th 
Percentile 

Fiber 3.8 1.9 3.5 3.9 

LTE 25.7 20.3 19.3 40.3 

UMTS (HSPA) 64.6 102.9 40.5 77.3 

Satellite 730.8 57.4 683.9 847.3 

 

3.3.2 Time series overview of modem reliability and per modem avg. RTT 

The first two plots in Figure 12 and Figure 13 show the number of probes successfully received for 
each modem, in 2016 and 2017, respectively. The blue areas indicate modem failure or bad 
ŎƻƴƴŜŎǘƛǾƛǘȅΦ aƻǎǘ ƴƻǘŜǿƻǊǘƘȅ ƻōǎŜǊǾŀǘƛƻƴ ƛǎ ǘƘŀǘ ǘƘŜ ƳƻŘŜƳǎ ƛƴ wŀȊŘǊǘƻ όƛƴŎƭǳŘŜ άw!½έ ƛƴ ǘƘŜƛǊ 
name), general are very unreliable. An exception is TEL_RAZVAS that becomes stable halfway 
through February. 
 

 

Figure 12: Number of successful probes per hour for different modems in 2016. The normal value is 
12. 
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Figure 13: Number of successful probes per hour for different modems in 2017. The normal value is 
12. 

Following this reliability analysis of the modems is a similar view on the reported RTT values in Figure 
14 and Figure 15. Naturally, we see that the instances of missing probes from the two previous plots 
show up with yellow color, meaning that the RTT exceeds 5000 ms, since the reply is never received. 
More interesting are the instances where in fact from Figure 12 and Figure 13 it seems that the 
modems are working fine, but the RTT is very high. This is true for several of the Kromberk modems 
(TEL_KRO*) during November 2016. Also, for several of the Razdrto modems this is the case during 
2017. 

 

 

Figure 14: Avg. RTT per hour for different modems in 2016. 
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Figure 15: Avg. RTT per hour for different modems in 2017. 

 

3.3.3 Time series overview of cell use and per cell avg. RTT 
In addition to the probe statistics per modem given in the previous section, we also include a similar 
analysis per cell in Figure 16 and Figure 17. The reader should keep in mind that a modem is 
connected to one cell at a time, but may switch between cells over time (depending on various 
factors such as weather, cell load, etc.). This means that we expect to see jumping between the 
different cells and not necessarily continuous use of the same cells. This is demonstrated in the two 
figures, where there seems to be an almost periodic switching between two groups of cells, starting 
around November 20, 2016 and ending again in late January 2017. This switching of cells was 
triggered by daily reboots of the used Teltonika modems. The modems' configurations were changed 
late January to promote more stable connectivity. Further, since the number of received probes goes 
as high as 48 and 60 in 2016 and 2017, respectively, this reveals that as many as 4-5 modems are 
connected to the same cell at the same time, since each modem receives 12 probes per hour. 

 

Figure 16: Number of successful probes per hour per cell in 2016. For each connected modem, 12 
probes per hour are expected. 


























































































































