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Executive Summary 

The objective of SUNSEED is to investigate and test on a large scale field trial the concept of smart grids 
in distribution based on converged communication networks built out of existing infrastructures of 
electrical utility (DSO) and telecom operator. This deliverable presents the exploration of multi-
stakeholder business model of design space of future dense smart grids.  
 
Communication networks are in most general form a combination of various building blocks to realise 
data transmission, data storage, data analysis and use of standards and protocols in a secure 
environment. We can construct different communication network solutions to satisfy many different 
markets, businesses or sector verticals (e.g. telecom, utility, railways, cloud), but still using very similar 
set of building blocks.  
 
If we can show that two different demands, for the same communication networks problem, but in 
separate markets (business sectors), without loss of technical performance constraints, can be merge 
and then in such case we can construct a merged communication infrastructure. The net effect is: 

¶ Merged volumes, leading to economies of scale 

¶ Merged costs, leading to lower total costs over assets lifetime.  

 
We operate with incremental costs within the analysis and this is our primary KPI. This is to 
acknowledge that DSO may have already developed elaborate communication infrastructure for their 
distribution grid support. This brings us to two different types of ICT infrastructures build-ups: 

1. Green field. This is a blank sheet of paper situation and only applies when any of the 

cooperation opportunities defined in pillars (Figure 5) are missing completely, but there is a 

need to set it up.  

2. Scorched earth or scorched node. These situations will be mostly seen on the field, since there 

are already some communication infrastructure developed and in use. This is boundary 

condition for our further analyses!  

 
Typical use case for scorched node is that we use only DSO functional locations and some of them 
already have fibre backhaul. Incremental cost modelling here suitably applies total cost only for 
building fibre to required functional locations, with active communication equipment, taking into 
considerations already existing telecommunication-operator communication nodes.  
 
But scorched node do not give us the most optimised result because in some cases nodes are not put 
into space on the most appropriate perspective from present to future perspective. Their positions are 
result of historical conditions and planning. 
 
Based on the information within this deliverable we will be present some of most viable and cost 
effective solutions of DSO and telecom operator cooperation in ICT for dense smart grids.  
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1 Introduction  

Business models, which we describe with multiple attributes lead to multi-dimensional design space 
optimisation. We are presented with multiple technological choices, e.g. fibre, DWDM, 4G, Wi-Fi, PLC, 
and others, e.g. infrastructure level (e.g. access, aggregation, core), regional coverage, stakeholder 
types. Some of attributes are part of technology solutions, others determine demand or necessity, and 
still others determine market stakeholders. The long term challenge is to shift thought the multiple 
combinations of possible solutions, and choose only future proof ones, that will not only last, be 
scalable and reliable, but for most also cost effective, during their life time. Furthermore, there is many 
possibilities how to show that particular solution is future proof. We can use social metrics like 
sustainable development, economical, and even ecological. Our project is focusing on economic 
benefits, for market stakeholders and society, based on our techno-economic analysis of converged 
communication network. 
 
In WP2 D.2.3.2, we propose to use decision tree tool (DEXI) to make structured and well organise 
approach to find some suitable future proof solutions. The decision tree tool is one of the appropriate 
tools, since we can combine parametric and non-parametric variables in one model. The best set of 
results, using DEXI, can be later evaluate, through economics metrics and further methods, like LRIC. 
To show future proof with economic method we need to use different methodologies. First, we must 
determine boundary conditions when we evaluate some economics model with technical background.  
One of boundary could be that we take a few nodes into technical model for which we know today are 
not optimally positioned in space. In that case, we do not have maximum optimised model. Next 
question is who should invest in long lasting communications infrastructure (DSO, telecom operator) 
in proposed converged technical models that will lead to economically optimised solutions (i.e. the 
lowest investment approach). We must emphasise, that technical solutions model(s) must be 
sustainable on long run, i.e. future proof.  
 
Results from WP2 D.2.3.2 act as input to this deliverable. Here we will find and economically evaluate 
in detail some predetermined scenarios. 
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2 Methodology 

The way to derive results is through a five-step procedure described below (Figure 1).  
 
First step 
From the ICT perspective is important to define, which and what kind of information flows do we need 
within DSO and smart grid market place. When we established a few generalised information flows 
then we can look at their properties (Refer to WP2, D2.3.1 for definition of information flows). 
 
Second step 
Let we assume that we have a few different information flows and we want to find out what is it the 
best combination of different but common properties for all flows. Next issue is to define common 
properties of established information flows with their descriptions. Descriptions should be clear, 
orthogonal and so not duplicated between two properties. An example shows in Table 1. 
 

ATTRIBUTE DESCRIPTION 

Technology Fibre, DWDM, CRAN, 4G, Wi-Fi, PLC … to cover 
different sets within 9 pillars synergies. 

Technical neutrality Technology can use for several generalised 
information flow and cover more than one pillar. 

Incremental investment Investment to cover all necessity of affected 
pillar. 

Maintenance Only outsourcing or 3 step levels of “doing by 
myself” – influence of the DSO – telecom 
operator to financial flow. 

Market Availability (telecom operator, business 
stakeholders, municipality) 

Generalised used Accessibility within and for different pillars. 

Regional coverage Different step of the density of the populations 
and business, separate for each one. 

Trust provider If any technology can be used from trusting 
perspective 

Economy of scale To cover different necessity for communication 
and information demand on energy and 
telecommunication market 

 Table 1: Solution attributes. 

Third step 
Decision tree is a SW tool to help us evaluate different situations. We can use this tool to valued 
information flows if we figure out that information flows can be appropriate solutions for our 
researches. 
 
Fourth step 
After evaluation of different information flows, we can look deep into result and situation, which 
define the best result. First, we must define ratio between different properties, which give us the best 
result. 
 



    
D2.3.4 Techno-economic analysis ... case for DEG smart grids. V1.1 

 

SUNSEED, Grant agreement No. 619437  Page 16 of 40 
 

Fifth step 
The best result inform us that some combination of infrastructure cover necessity for 
communications/storages/management of data on different infrastructure levels. 
 

 

Figure 1: Methodology for business modes towards economic analysis. 
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3 Impact of economies of scale 

Communication networks in most general form are a combination of various building blocks to realise 
data transmission, data storage, data analysis and using of standards and protocols in a secure 
environment. We can construct different communication network solutions to satisfy many different 
markets, businesses or sector verticals (e.g. telecom, utility), but still using very similar set of building 
blocks. By building blocks, we imagine the same telecommunication assets (active and passive 
equipment) to construct different telecommunication networks with different set of services. 
 
Can we show that two different demands, for the same communication networks problem, but in 
separate markets (business sectors), without loss of technical performance constraints, can be merged 
and in such case can we construct a merged communication infrastructure? Some important 
conclusions emerge:  

¶ Logical conclusion is that we can construct different communication solutions to satisfy 
demands and requirements of each of the markets with the same or very similar assets 
(building blocks).  

¶ Further logical conclusion stems from the answer to question: Can we merge two different 
demands for communication services of two different market? If the answer is yes with some 
assumptions, in that case, we can construct merged communication infrastructure. We get 
due to result with merged volumes and merged costs.  

3.1 Cost key performance indicators 

Costs are sum of fixed and variable costs: 
 

Ὕέὸὥὰ ὧέίὸίὪὭὼὩὨ ὧέίὸίὺὥὶὭὥὦὰὩ ὧέίὸί 
 
Costs are function of economics of scale (Figure 2). This means that every additional unit allocates or 
requires less cost than previous one. Unit in that case has universal meaning (e.g. bit, bps, MB, Mbps, 
TB, GBit/s).  
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Costs
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Costs of previous unit
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unit

Previous 

unit

 

Figure 2: Costs as function of economics of scale. 

Costs are sum of depreciation, costs of capital and operational expenditure. 
 

ὅέίὸίὈὩὴὶὩὧὭὥὸὭέὲὅέίὸί έὪ ὧὥὴὭὸὥὰὕὴὩὶὥὸὭέὲὥὰ ὩὼὴὩὲὨὭὸόὶὩ 
 
Costs mentioned in equation above can have fixed or variable nature of cost in observed time. We can 
construct function of costs depending on volumes. This is shown in a Figure 2.  
 
Costs are function of assets and not function of ownership of assets. For example, operational 
expenditures (OPEX) for maintenance of optical fibres are just function of quality of materials and 
installations.  
 
If we consider all cost facts mentioned above we get to the conclusion that shared, overlapped, 
converged or merged communication infrastructure for more than one market required less costs per 
unit compared with stand-alone situation. In Figure 3, we present costs for merged (A) and stand-alone 
situations (B). 
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Figure 3: Cost for merged (A) and standalone (B) communication network cases. 

 
Indicator here is to show how much we merged both network it could be incremental opposite instead 
of stand-alone costs for telecommunication demand on electric market for different aggregation level, 
region or business function demands. If we construct first telecommunication network with known 
costs for one set of services, the question is how much costs we should cover with additional set of 
services. If we construct separate network for additional set of services than we talk about stand-alone 
costs in the opposite of situation when we add additional set of equipment to existing network. In that 
case, we talk about incremental costs. Additional set of equipment cover missing capacity for 
additional set of services. 
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4 Incremental and long run cost analysis 

4.1 Incremental costs 

 
Investment into both sides (other stakeholders-DSO) telecommunication network is another 
important issue. Optimized solution need only incremental investment into merged DSO-telecom 
operator communication network. This means that we look to 'scorched node' mode and try to answer 
to question: where and how much (capacity) we get on duplicated parts of the network (separately for 
both side). In the next step, we need to estimate merged capacity to cover both sides. Incremental 
investment costs are lower value to cover necessity to capacity of both sides.  

4.2 Long run costs 

 
We must determine the period of our estimation of the capacity. To be practically we use five years 
milestone and means that we construct capacity to meet five years of necessity of telecommunications 
on both sides. Why we use five years milestone? We need fixed wired or wireless network to construct 
merged capacity and this has period of lifetime (usually 10-20 years). In our calculation, we use quarter 
of that period.  

4.3 LRIC: Long run incremental costs 

If we can merge both descriptions of economic models than we get merged term: Long-run 
incremental costs of merged communication network. 
 
When we estimate separate merged parts by LRIC method from Figure 4 than we can collect different 
results into common incremental costs result to cover all necessity to telecommunications on both 
side. The result is on long run optimized and has the lowest covering of costs. LRIC approach is a 
bottom-up approach, in which the costs of the services are calculate using an optimized model for the 
network and the services running on top.  
 
Another approach is Fully Distributed Cost modelling (FDC). Costs are attributes of services using 
telecom or DSO existing cost accounting records in this top-down approach. It starts from the given 
cost structure of the existing facility and attempts to allocate the cost that has actually incurred to the 
various products. FDC ignores economic efficiency, but it is simple. 
 
Result based on LRIC+2 are close to the prices that would prevail in an actual free, open market with 
properties of subsidy-free prices and send economic signals that promote efficient investment 
decisions. LRIC+ means that we add some of common costs to cover not only direct costs but also 
indirect costs. 
 

                                                             
2 LRIC+ is modelling of costs when we add additional operational and capital expenses costs. With term 
additional, we have in mind costs, which cover several necessities.  
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We will use LRIC of a technology and the stand-alone cost of a service. We assume typical situation in 
telecommunications that the cost functions of telecom and DSO exhibit economies of scope. 
 
It is natural to use current cost with LRIC+ because the aim is to construct costs that would prevail in a 
competitive market. The use of current rather than historic costs does not pass on the inefficiencies of 
the operator due to high historical costs and inefficient outdated technologies. Furthermore, it 
provides incentives for improving efficiency, since this is the only way the operator can make some 
profit at these prices. In addition, the bottom-up nature of the model makes such costs a natural 
candidate to be use as inputs. LRIC+ disadvantages are concern with traditional accounting systems 
that do not provide any information that can be use by an LRIC+ model, and hence such models should 
built from scratch. Prices based on LRIC+ are hard to audit. 
 
The price of the unbundled access service makes a big difference to competition from other providers. 
If it is very high, then competitors will prefer to build their own access network, which is very costly 
and risky. If the price is low, then there will be fierce competition in providing higher-level services 
over the access network, but telecom-DSO will have no incentive to upgrade the access network or 
improve its quality, and other operators will have no incentive to build mobile access networks using 
alternative new technology.  
 
Thus, unbundling has an opportunity cost for the telecom-DSO. LRIC+ penalizes the situation for 
inefficiencies, but does not take account of his historic costs, or this opportunity cost.  
 
To summarise LRIC+ combined with bottom-up models using current costs has the advantages: 

¶ generates prices that are subsidy-free, hence stable and in many cases economically efficient, 

¶ it is not based on historic costs, it does not include inefficiencies that are due to decisions made 
in the past and provides the right competitive signals to the market; 

and the disadvantages: 

¶ it is hard to develop due to the complexity of the bottom-up models and the large amounts of 
information needed to input the right parameters to the models  

¶ prices are not based on traditional accounting procedures, accountants find them hard to 
understand 

It should be clear that top-down models based on actual costs while bottom-up models deals with 
hypothetical systems and hence serve for different purposes. LRIC+ prices that are based on top-down 
models using current costs do not have auditability disadvantages, but still hide potential inefficiencies 
in the network. Traditional LRIC+ models based on bottom-up get results in even lower prices and  
mainly used to detect network inefficiencies. This is the case if the prices constructed by the top-down 
and bottom up models differ significantly. There are several key questions to consider.  
 
Nevertheless, 'hidden costs' is another issue. Let see one example. If we try to cover necessity with 4G 
mobile solution, we need to pay for frequency spectrum.  
 
Figure 4 shows principle of the LRIC cost model. 
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Figure 4: LRIC cost model principle applied to communication network operator. 

 
At the end of this capture, we will show some example(s) where and how we use this kind of modelling. 
In capture “Scorched earth mode, scorched node mode and combination of both" we show 9 pillars of 
synergies, organised in three sets and let we look to the pillar Data centre IT equipment (e.g. data 
warehouse operations). We know for telecom operators’ necessity is used 19 TB storage memory on 
yearly base and for DSO’s necessity, we estimate five TB. In that case, five TB necessity is incremental 
need for required capacity. Of course, merged present investment plan into Data centre IT equipment 
is 24 TB recalculated into price/cost (€). From LRIC perspective capacity will be enough for 5 years. 
Technical model is develop with current market availability of equipment. In that case, OPEX could be 
estimated on base of benchmarking.  
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5 Geographical and physical influence on analysis 

 

 

Figure 5: Synergy pillars organised in access, data and management support sets. 

 
Why is geographical point of view so important? When we look to the problem how we can meet 
necessity for communication from Figure 5 then we have two basic modes from geographical point of 
view. When we look to the geographical coverage from future proof point of view and how is or it can 
be coverages with communication nodes in that case we have two possibilities. We can imagine in our 
mental process that we need communication node building blocks (e.g. transmission, aggregation, 
routing, storage) acting upon information flows and they are put into area without specific constraints.  
Example: we have three equivalent nodes in some metro area and only one should have equipment to 
connect this particular node with superior node.  

5.1 Scorched earth 

We construct two communication networks independently to each other, one for other stakeholders 
and one for DSO. We construct both networks based on putting nodes into area independently to each 
other but in the way that both networks are optimized from economics perspective. In that case, the 
focus should be to put both nodes on the same location.  

5.2 Scorched node 

We construct two communication networks independently of each other, one for telecom and another 
one for DSO. We construct both networks on based on existing geo-coordinate of nodes. 
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5.3 Mixed scorched earth-node mode 

Both choices have pros and cons when we try to merge two communication networks together. In this 
case, scorched earth has many results if we consider present and future demand on both sides. It will 
be thus very convenient and practically if we use scorched node in our future analysis.  
 
Another reason why we will use scorched node mode is that assets on both side (DSO-other 
stakeholders combination) are not depreciated at all and this we must take into account and we must 
not just to neglect. We have residual value of assets. However, we try to look into future (+5 years). In 
that case, we will need some new nodes on particular zones. Because we will put some nodes into 
zones where they are not placed yet in that case we have scorched earth mode. 
 
Of course we can construct infrastructure with several different technologies but only for particular 
technology we can say »this is the best solution because it is optimized« from economics perspective. 
The economics perspective means the best ratio between start-up investment costs and yearly 
management-maintenance costs in the period of the lifetime of the assets. There is important note 
that we must use so-called “net present valuation” to putting different results on common 
denominator, i.e. time. 
 
Another issue is to cover management-maintenance costs by: 

1. »Do it myself«. 
2. Outsourcing.  

Why this is important? Because this determines money (or financial) flow and determine impact to 
reducing/increasing of costs. First choice (»doing it by myself«) has bigger impact to costs than 
outsourcing from accounting point of view (financial valuation). 
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6 Economic evaluation of access infrastructures  

As a starting point, we will try to find direction to reduce numbers of possible solutions or combinations 
into a meaningful set of results. Result of the decision tree will be three business situations which they 
will have the best solutions (properties). Set of stakeholders (telecom operator, DSO, TSO, 
municipality, local community, private citizen, business subject, micro grid operator, e-car charging 
station operator, retailer, MVNO, APP, ISO …) as result of three models valuation will have possibilities 
to value their benefit to market.  
 
While trying to find out optimized situation, we will think about appropriate design space and show 
representative situation (today, +5 years). 
 
Of course, in modelling valuation, we will use only mass-market stakeholders’ situations in modelling 
valuation not taking into account any special cases. 

6.1 Key performance indicators - features 

6.1.1 Introduction 

We try to find ideal situation here and in WP2 D.2.3.2.of some ideal DSO-other stakeholders’ 
combination. Why other stakeholders combination? Because we try to find out who can contribute to 
optimal state of ICT in energy market. In the reality, we have situation, which it is more or less away 
from ideal situation. In that case, KPI can be a tool to find out how much particular DSO-other 
stakeholders combination is far away from that ideal situation. On that place, the question is which 
KPI's are the best to way to evaluate particular DSO-other stakeholders’ combination? Nevertheless, 
KPI's will be express in cost efficiency (some of them) and would reflected for examples: investments, 
management and maintenance, money flow etc. 
 
If some technical solution - like PLC - has only in domain of DSO, in that case this should not be in focus 
of our researches. 

6.1.2 LTE 

LTE or 4G mobile networks covers geographically wide spread locations and are therefore quite 
suitable for use in smart grid networks. The most important properties amongst other are relatively 
low latency and potentially high bitrate. Since LTE modems are install on stationary locations (DSO’s 
measurement sites) its properties can be well-planned using GIS system, while during use, radio link 
parameters (and bitrates) are expected to be relatively stable and predictable. LTE’s drawback 
regarding IoT communications lies in fact that network itself is more suitable for human user’s 
communication, which requires high bitrates and typically low number of users/connections. Despite 
that, we expect low bitrate and huge amount of devices/connections for IoT. 

6.1.3 Narrow Band IoT 

In D2.3.2 we mentioned Narrow Band IoT as possible future technically solution. We should emphasise 
that Narrow Band IoT should not be constructed from the beginning, as completely new business 
model but it will be result of existing mobile LTE business model. Narrow Band IoT should be just one 
special mode of general LTE mode. By the way, that it will be changed by licence model of existing LTE.  
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6.1.4 xDSL copper 

Within traditional telecom operators, majority of customers are still using copper access network, 
therefore the technology should not be neglect even in perspective of smart grids. Even copper 
networks are evolving towards higher bitrates (E.g. G.fast protocol). It means, practically every 
variation of xDSL technology might be used due to low bitrate requirements. xDSL line are terminated 
by DSL modem, which is owned by telecom operator, the latter has many possibilities to secure or 
isolate smart grid data from other customer’s data as from business perspective existing xDSL 
lines/accounts could be used for smart-grid data transfer too. Within SUNSEED field trial network, we 
exploited solution with dedicated VLAN for transferring data from WAMSes and smart-meters. 

6.1.5 Fibre / ethernet 

In terms of smart grid networks, Fibre/Ethernet technology is similar to previously described xDSL 
copper technology. It is of course true that fibre technology enables much higher bitrates and lower 
latency comparing to copper technology, while user’s set of services is quite similar. Therefore, as in 
xDSL copper network, we exploited solution with dedicated VLAN for transferring data from WAMSes 
and smart-meters in optical network as well. 

6.1.6 Satellite 

Satellite covers even more surface than LTE mobile network. Using satellite links we can achieve very 
decent bitrates (> 20 Mbit/s), while latency is unfortunately also very high (> 600 ms) since satellite is 
located in geostationary orbit. Communication via satellite link could be established everywhere where 
view towards south is not obstructed. Besides high latency, main drawback of the technology is quite 
difficult installation and relatively large antenna dish. From business perspective it is also notable that 
ordinary telecom operator do not operates satellites and therefore must lease such service from other 
partner. 

6.1.7 Access infrastructure features for evaluation 

We use next access infrastructure: LTE, Narrow Band IoT, xDSL copper, Fibre/Ethernet, Satellite for 
business evaluation.  In further economic analysis, based on decision tree methodology, are present 
in Table 2. All attributes / features are grouped in three sets: 1 = security/availability, 2 = traffic, 3 = 
econometrics oriented. 
 

Attribute Group Description 

Security  
ICT 

1 Information security involves ensuring the authentication, authorisation, 
privacy, data confidentiality, integrity and thus availability of ICT system; 
means the protection of data and information systems from unauthorized 
access, use, disclosure, separation, modification or destruction. Entities should 
exchange information so attribute security describe those factors that directly 
or indirectly determine the safety of the entire ICT system, the changes in the 
business model increases the number of entities in this case increases the 
number of access points. Access point in this case represents the information 
and telecommunications point where the two entities interconnected to the 
purpose of exchanging information. Increasing the total number of access 
points increases the chances of breaking into the information system of an 
entity. From this perspective, it is important to identify the impact of the 
economy and the cost of the safety of the ICT system in relation to the 
possibility of intrusion through a single access point. ICT solution architectures 
are directly related to the number and types access points (e.g. home users or 
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business entities only) and they span different types of protocols on data 
network side (e.g. Internet with SSL vs IPSec vs MPLS VPN vs OpenVPN) or 
cloud services centrally located in trusted entity (e.g. telecommunications 
operator). The question arises whether VPP provider must satisfy the 
requirements of data retention through the legal requirements as prescribed 
for DSO. If so, this means high costs for providing data storage, information 
security (ISO 27000), treatment, physical protection. 

Availability ICT 1 The common feature of availability (system performance without unexpected 
downtime) from a solutions provider to the user presents a set of availability 
solutions that are combine into a whole. Availability of the model, e.g. BM 1, 
BM 2 and BM 3, in principle, may be greater than BM 4, BM 5 or BM 6 model. 
In principle, because if decision-makers decide in the entities for cheaper 
equipment or technical solutions (on per equipment or per system, e.g. having 
dual redundant key building blocks or data paths or secure storage locations), 
in this case, cheaper and less availability technical solutions to reduce the 
overall equipment availability. In all business models performs a central 
database of electricity consumption therefore raises the question of its 
availability levels and the impact on the individual business model. The 
database is intend for use in the national electricity market (e.g. Slovenia 
region). The base is connected to other neighbour national databases (e.g. I, 
A.). 

Latency 2 Latency is, generally speaking, a time interval between the stimulation on and 
response, or, in other words, a time delay between the cause and the effect of 
some physical change in the system should be observe. Latency is physically a 
consequence of the limited velocity, which any physical interaction can 
propagate – related to communication systems, latency therefore also 
depends on length between the communication end-points. The lower limit of 
latency is determined by the medium being used for communications, while in 
a non-trivial network, a typical packet will be forwarded over many links via 
many gateways, each of which will introduce its own processing delay 
(gateway will not begin to forward the packet until it has been completely 
received). In such a network, the latency is therefore sum of the latency of 
each link and delay of queuing and processing data packets. In the field of 
human–machine interaction, perceptible latency has a strong effect on user 
satisfaction and usability. Regarding power systems, latency plays important 
role in scope of controlling the system and should be therefore properly to 
consider. For purpose of SUNSEED project, we divide communication systems 
into 5 groups describing latency: very low latency, low latency, medium 
latency, high latency and very high latency. 

Monitoring 2 In order to provide stable conditions in communication network, monitoring is 
vital part within operating network. Monitoring means determination of status 
of communication links, CPEs, network elements, servers etc. Additionally, 
commonly measured metrics within monitoring are response time (related to 
latency), availability, uptime, bitrate, CPU usage, memory usage, disk usage, 
power consumption etc. However, even parameters not directly related to 
communication or data-centre systems could be control, E.g. temperature, 
voltage, phase etc. For the evaluation, purposes within techno-economic 
analysis communication technologies are divide into three groups: low 
monitoring capabilities, medium monitoring capabilities and high monitoring 
capabilities. To classify each technology into one of the group, set of 
monitoring parameters and monitoring tools is considered. More options 
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within monitoring system give better opportunity to analyse network 
misbehaviours and failures from office instead of sending person physically to 
(remote) location, which it is in turn relate to costs. 

Capital 
expenditures 

3 For normal operation of the market, it is necessary to invest into ICT 
technology (investment scale or ladder). Each model (BM1…BM6) requires the 
standpoint of macroeconomics certain investments. It would be necessary to 
evaluate joint ventures for everyone. Macroeconomic level provides a 
common investment potential for the entire market potential and for all 
entities. Every business model requires a different number of entities. 
Investment means single or multiple financing to assets on the market. We can 
buy assets or we can finance with own workforce and other costs resources. 
When we finish with building or constructing the assets then we start to 
explode them. Every incurred costs until exploitation plan are capital 
expenditures including bank loans. Every single payment, e.g. license, we can 
include in such grouped capital expenditures. 

Operational 
expenditures 

3 Every costs incurred in exploitation plan are operational expenditures in 
lifetime cycle of assets. Operational expenditures can include maintenance, 
management or other similar costs from business functional perspective. From 
accounting perspective, we talk about workforce or rental costs, monthly or 
yearly payment for license costs as service costs or depreciation as mode how 
we allocate investment into assets in lifetime period. 

Table 2: Access infrastructure features. 

6.2 Capital and operational expenditures features 

Choice between different technologies, e.g. LTE, Narrow Band IoT, xDSL copper, Fibre/Ethernet, 
Satellite, depend on many conditions. One of these technologies, it is current developing grade of the 
particular stakeholder (DSO, telecom etc.) and further developing plans.  
 
Rate of capital and operational expenditures is also decision condition. At the beginning of business 
process, it is more conveniently, nevertheless also that we start with less business risk, if we have lower 
investments and higher periodically costs. If we determine after a certain time that the business model 
would be no longer successful though we would try to adopt the business model with extra capital or 
operational expenditures in that case we will have lower loses comparable to opposite situation. In 
the opposite situation, we start business process with relatively higher investment costs and lower 
operational costs. The reason for that laid on the fact: 

1. How big investment allocation rate we have for similar assets and similar lifetime period. 
2. How big rate of periodically costs we have for observed assets. 

In previous paragraph, we mentioned adoption costs or extra capital and operational expenditures in 
the case of satellite technology infrastructure. In case that our business model is relatively high 
comparable to total capacity of satellite infrastructure than we can expect new negotiations for 
successful costs adoption (decreasing) of a process. In case that our business model present very low 
increment, our expectations would not give the favourable result. Nevertheless, relatively mentioned 
big increment is good basic position to thinking to change the course, i.e. accelerating gradually 
decreasing existing traffic satellite costs, accelerating gradually increasing investment costs into i.e. 
Fibre/Ethernet technology to cover necessity into backbone fix or mobile infrastructure. 
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6.3 Decision tree structure, domain and range 

We take decision tree analysis as the main multi attribute decision-making tool [Dexi 2014] due to high 
dimensionality of optimization problem. Inputs to analysis are different model attributes and domain 
ranges described in addition. If reader wants to see all detailed information, full sets can see in  
Appendix A - Decision tree rules. The Figure 6 shows the structure of the decision tree and the Figure 
7 shows domain and range. 
 

Business model

ATRIBUTES

Security/

Availability
EconometricsTraffic

¶ Security

¶ Avaliability
¶ Capital expeditures

¶ Operational expenditures

¶ Latency

¶ Monitoring  

Figure 6: Decision tree structure. 
 

Atribut / Criteria Domain and range 

Models  Non-acceptable; Acceptable; Good; Excellent 

Security/Availability 
IT 

Very low; Low; Middle; High; Very high  

Security Very low; Low; Middle; High; Very high  

Availability Very high; High; Middle; Low; Very low  

Traffic Low; Middle; High  

Latency 
0 up to 10 ms; above 10 ms up to 50 ms; above 50 ms up to 150 ms; above 150 ms 

up to 500 ms; above 500 ms 

Monitoring High; Middle; Low  

Econometrics Very low; Low; Middle; High; Very high  

Capital 
expenditures 

Very high; High; Middle; Low; Very low  

Operational 
expenditures 

Very high; High; Middle; Low; Very low  

Figure 7: Decision tree domain and range per attribute / criteria. 
 

The Figure 8 shows the result of decision tree valuation. As we can see from Figure 8, the best 
candidate for Smart grid solution should base on Fibre/Ethernet infrastructure technology.  

Criterion LTE  
Narrow Band 
IoT  

xDSL copper  
Fibre / 
Ethernet  

Satellite  

Models  Acceptable  Acceptable  Good  Excellent  
Non-
acceptable  

Security/Availability  Very high Middle  Very high  Very high  Middle  

Security  Very high  Middle Very high  Very high  High  

Availability  High  Middle  High  Very high  Middle  

Traffic  Middle  Middle  High  High  Low  
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Latency  
above 10 ms 
up to 50 ms  

above 10 ms 
up to 50 ms  

0 up to 10 ms  0 up to 10 ms  above 500 ms  

Monitoring  Middle  Middle  High  High  Low  

Econometrics  Low  High  Middle  High  Middle  

Capital expenditures  High  Low   Very high  Very high  Very low  

Operational    
expenditures  

Middle  Low  Low  Very low  Very high  

Figure 8: Decision tree results evaluation. 
 

The Figure 9 shows comparison between three wireless access solutions. We can comment or make 
general statement that satellite solutions should be useful in very special field conditions where other 
access solutions could be extremely expensive, e.g., hydropower sources in mountains or solar 
generator in very distanced from urban area etc.   
 
As we can see from Figure 8, the choice between LTE and narrow band IoT is not very easy. First, LTE, 
it has better features into security/availability, but worse features into econometrics. Vice-versa, 
Narrow Band IoT has better features into econometrics and worse features into security/availability. 
Despite that, Narrow Band IoT should be due to econometrics features better solutions and need some 
further researches in direction to improve security/availability. We do not understand by Narrow Band 
IoT as special case/mode of LTE, but standalone technology or, better, different technologies, eg. LoRA, 
RPMA, SCADA wireless, IEEE 802.11ah, etc. 

Narrow Band IoT solutions mainly use unlicensed frequency spectrum, which is free, while LTE or other 
mobile technology use licensed spectrum, which is relate with additional fees. Narrow Band IoT 
technologies are also designed with goal for hundreds or even thousands concurrent connections and 
are not, like LTE, designed for various modes, e.g. in case of LTE this means possibility to use the 
technology in Narrow Band IoT mode or in mode for human users. Those factors have impact on 
econometrics, while there are certain flaws known especially regarding security. Narrow Band IoT 
technologies tend to be designed quite simple from technological point of view, therefore security is 
not such strictly implemented as in LTE network meaning that there is obvious necessary to add an 
extra security level to provide secure communication, e.g. VPN tunnels (further details on security 
design constraints could be found in WP3 D3.2.2). Due to operating in unlicensed frequency spectrum, 
issues regarding availability might occur – spectrum is not regulated and congestions are likely to 
happen. However, there are numerous methods to overcome such situations, but still without 
guarantee to be successful. 
 
Regarding other parameters used in analysis, we see them mostly equal. Perhaps latency deserves few 
words - it is generally little lower within Narrow Band IoT since the technology is simpler than LTE, but 
with many clients LTE get advance since it has more sophisticated scheduling algorithms. After all, we 
can conclude the both are within same latency class defined for the sake of analysis. 
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Figure 9: Wireless access solution for Smart grid. 

 

The Figure 10 shows comparison between wire solutions. As we can see from picture the difference 
between them are due to econometrics features. Nowadays the fact is that copper access 
infrastructure is very wide spreading due to past long period of investments (25-30 years). This solution 
is replacing with Fibre/Ethernet solution. We can speculate that in next 5-10 years the most copper 
access points will be replaced with Fibre/Ethernet. It should be appropriate that we emphasize WAMS 
or SM is not connected to access point directly but it is connected to common point3 and this point is 
connected to copper or fibre. It is obviously that changing elements from ‘copper’ to fibre costs of 
replacing does not have impact only to Smart grid services but also into other services. When replacing 
costs have impact to more services, these costs should be allocated to services. If a traffic capacity is 
used a as a measure of allocation costs into different services than we can see that very low traffic 
capacity is needed for Smart grid purposes. 
 

                                                             
3 Common point we use as expression to describe communication element (router or switch) which we have 
installed on customer premises. This element was used for quite different services (voice, TV, internet, video 
control etc.).  
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Figure 10: Wire access solution for Smart grid. 

 

6.4 Some technical constraints influencing business modelling 

We are restating here some important technical constraints from studies presented in WP3 D3.1 and 
WP5 D5.1.1, since they will influence procedures within our methodology (i.e. narrowing the design 
space) and in particular the economics within selection process and LRIC. 
 
In SUNSEED, we can realise connectivity of non-mission critical WAMS nodes equivalent to Internet 
broadband node implementation, but we must strictly either adhere to direct connection to 
aggregation layer (LAR) or have dual uplink capability implemented within WAMS node itself. 
 
Communication network behaviour under massive disaster events is presenting major challenge to be 
dealing with. For such cases we must carefully plan, form outset, that critical section of network is 
reachable from multiple locations and over multiple paths. Recent massive disaster events (e.g. sleet) 
lead us against the use of embedded fibre within power line cables (e.g. ADSS, OPGW) installed on 
overhead pylons. It is advisable that communication networks should laid in ground.  
 
We have a strong argument for reusing mobile and IP/MPLS core networks and elements completely 
for smart grids. Core network prove stable, regardless to conditions and is valid for fixed and mobile 
core elements. This leads us to conclusion that investing in and erecting duplicate core elements by 
different stakeholders (either DSO or municipality) is counterproductive and not economically 
justifiable. Someone needs to assure sufficient redundant communication links leading to core 
elements. Availability figures are in the 99,999 % realm, also during massive disaster events if it is 
properly constructed and implemented, e.g. dual geographically redundant critical elements. This will 
lead not only to much reduced cost, but also to simpler central network management, too. From cost 
perspective, this will be major advancement, since active communication equipment has short life 
cycles, from 3 – 6 years. This costs will be incurred only once (single core implementation), and 
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stakeholders cooperate for suitable common reuse. Special provisions we should make by reason to 
fully satisfy and adhere to DSO requirements, in terms of either capacity (e.g. bandwidth or concurrent 
sessions at critical nodes), reliability (e.g. separate spare for DSO requirements) or security (e.g. 
separate PGW or HSS in mobile core network). 
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7 LRIC analysis 

Decision tree valuation shows Fibre/Ethernet is the best candidate for future development of 
telecommunication to support Smart grid purposes. In general, fix or all wired technical solutions have 
several infrastructure levels (access-aggregation-core). Nowadays, aggregation and core network is 
common based on IP for several different services (MPLS). The difference is at access level. The access 
level should be constructed at different modes. Telecommunication operators have built-in two 
general technical solution based on copper and fibre. Access network is essential facilities in 
telecommunication infrastructure and the most expensive part. If we try to cover some area with many 
connection end-points, we need to invest in civil work, manholes, cable ducts, cables etc.  
 
For copper, we can say that we have symmetrical or asymmetrical copper access network. The 
differences between mentioned networks are several. In general, every telecommunication operator 
offers services based on only one access wired technical solution. If it firstly started to offer 
transmitting TV channels in the past, in that case it started to build access network based on 
asymmetrical copper cables and later offered voice or data (internet) transmission on that 
infrastructure. Conversely, if it firstly started to offer voice (telephony) services in that case this 
network was built based on symmetrical copper cables. Because telecommunication operators who 
offers services based on symmetrical copper cables were first on the telecommunication market it is 
obviously to wide spreading the symmetrical copper cables. 
 
In general, fibre access network should be built based on multi-mode or single mode fibre. However, 
nowadays every telecommunication operator who wants to build own network for public purposes 
uses single mode fibre technology. The aim of that document is not to make comparisons between 
mentioned modes because this is now the fact based on many theoretically and practically researches 
and experiences, but used the fact in scorched node mode. In chapter 5.3., we described mixed 
scorched-earth node mode and from decision tree valuation, we concluded that Fibre/Ethernet is the 
best candidate. The question is how we can combine scorch node and Fibre/Ethernet based on LRIC 
meaning. Regarding to costs it is obviously if we have existing part network useful for Smart grid 
purposes, we should thinking how we build missing part with the same technology. In such way, we 
say we need incremental costs to cover missing part of the network. In general, when 
telecommunication operator builds own access infrastructure it uses for several services. One of them 
is for Smart grid purposes. In that case, we talk about share of costs to cover necessities. If we use 
common data traffic as a measure of splitting to costs, a small part of common costs belong to Smart 
grid purposes. In addition we show more precisely this theoretically explanations. 
 
From the economic perspective, it is essential if we know range of costs by unit of different cost 
category. Costs for Smart grid purposes have similar costs frame regarding other telecommunication 
services. From that perspective, we can use cost model and compare costs categories. At starting point, 
it is essential if we know ratio: 

1. Yearly depreciation / Total investment; 
2. Yearly operational expenditures / Total investment; 
3. Yearly operational expenditures / Yearly depreciation. 

Why is this essential? Ratio between yearly depreciation and total investment shows the lifetime of 
assets belong to some network infrastructure. If ratio is closer to number 1, period is short (1-2 years). 
If ratio is closer to number zero, in that case we have assets with long lifetime (20-30 years).  
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On the other hand, ratio between yearly operational expenditures and total investment shows how 
much operational expenditures we can expect if we invest 1.000 € by unit. Operational expenditures 
show direct costs belong to assets. Of course, in daily business we do not have only direct costs, but 
also indirect. However, the essential of direct costs are that shows amount of direct payment in daily 
business. In general, direct payment means direct outgoing money flow.  
 
The last one, ratio between yearly operational expenditures and yearly depreciation shows how 
much money they left in daily business. If ratio is closer to number 1, in that case for every earn euro 
we have 0.5 euro payment of money. If ratio is closer to number zero, for every earn money we have 
small amount of payment of money. 
 
When we use telecommunication cost model in that case we get figures as shown in Table 3 in Table 
4. 
 

Ratio between costs categories Fibre / Ethernet Cable ducts 

Yearly depreciation / Total investment 4,9% 4,4% 

Yearly operational expenditures / Total investment 0,4% 0,1% 

Yearly operational expenditures / Yearly depreciation 8,7% 2,1% 

Table 3: Costs ratio from telecommunication cost model. 

 

Cost category by unit (MAX-MIN) Fibre / Ethernet Cable ducts 

Total investment by unit 2000 € - 3500 € 1000 € - 2000 € 

Yearly operational expenditures 9 € - 15 € 2 € - 3 € 

Yearly depreciation 173 € - 303 € 42 € - 73 € 

Table 4: Amount of different costs categories. 

 
All other details reader can find in Appendix B – Details about costs categories. 
 
The Table 4 we can comment that invest into access Fibre / Ethernet would be between 2000 € and 
3500 € per unit. This is investment cost for every access measuring point. For daily business we should 
expect on yearly level between 9 € and 15 € direct costs and between 173 € and 303 € depreciation 
costs. As mentioned before costs, which we present are not standalone costs for Smart grid purposes, 
but there are covering several different services. In this chapter, we show costs categories for the best 
infrastructure candidate. In such way, reader can make analyse for other technology. Results would be 
different; however, method should be similar as shown in that chapter. 
 
In chapter 3.1, we mentioned costs of capital and economy of scale. First, for costs of capital we can 
say that it is typically different from one industry to another. Further researches should find the answer 
to question what is it appropriate interesting rate onto market Smart grid for transportation of data. 
As we know that on telecommunication market we have own interesting rate, but it is not obviously 
that this interesting rate can use also for Smart grid purposes. 
 
Economy of scale depend on density of fibre access points per square kilometre, utility of built-in 
access point etc. All that conditions can decrease costs per unit and improve result of Smart grid 
project. 
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8 Conclusion 

From DSO perspective within SUNSEED the key objective is significantly improve the communication 
capabilities and cost effectiveness within converged DSO and telecom-operator communication 
networks.  The communication network convergence has to focus on current and emerging 
technologies that enable high data rates, to accomplish distribution grid observability in real time, QoS 
on multiple types of data streams, low latency with high reliability. Such converged communication 
network forms the foundation for the much-needed next generation of power distribution smart grid 
network. 
 
We foresee that communication network convergence will not only have better technical properties, 
but it will result in more cost effective smart grid system as result of future proof technical optimised 
model. Total costs of distribution of energy should not increase in the future due to increasing of costs 
of covering necessities to communication or transportation and management of data. 

8.1 Further researches 

Narrow Band IoT will use a little bit changed radio interface LTE technical solution due to we should 
invest into SW to support that kind of traffic. Perhaps we will need to research impact of very low data 
stream 3kbps, which is not standardized Narrow Band IoT solution 1Mbps/1Mbps (LTE-M1 in NB-IOT) 
specifying in documents.  
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10  Appendix A - Decision tree rules 

Security/Availability  Traffic  Econometrics  Models  

  25%  38%  37%    

1  Very low  <=Middle  <=High  Non-acceptable  
2  Very low  *  Very low  Non-acceptable  
3  <=Low  Low  <=High  Non-acceptable  
4  <=Low  <=Middle  <=Middle  Non-acceptable  
5  <=Middle  Low  <=Middle  Non-acceptable  
6  <=High  Low  <=Low  Non-acceptable  
7  <=High  <=Middle  Very low  Non-acceptable  
8  *  Low  Very low  Non-acceptable  

9  Very low  Low  Very high  Acceptable  
10  Very low  High  Low:High  Acceptable  
11  <=Low  High  Low:Middle  Acceptable  
12  <=High  High  Low  Acceptable  
13  Low:Middle  Middle  High  Acceptable  
14  Low  High  <=Middle  Acceptable  
15  Low:High  High  <=Low  Acceptable  
16  >=Low  High  Very low  Acceptable  
17  Middle  <=Middle  High  Acceptable  
18  Middle  Middle  Low:High  Acceptable  
19  Middle:High  >=Middle  Low  Acceptable  
20  >=Middle  Middle  Low  Acceptable  
21  High  Low  Middle  Acceptable  
22  Very high  <=Middle  Low  Acceptable  
23  Very high  Middle  <=Low  Acceptable  
24  Very high  >=Middle  Very low  Acceptable  

25  Very low  >=Middle  Very high  Good  
26  <=Middle  Middle  Very high  Good  
27  Low:Middle  <=Middle  Very high  Good  
28  Low:High  Low  Very high  Good  
29  Low  High  High  Good  
30  >=Middle  High  Middle  Good  
31  High  Low  >=High  Good  
32  >=High  <=Middle  High  Good  
33  >=High  Middle  Middle:High  Good  
34  >=High  >=Middle  Middle  Good  
35  Very high  <=Middle  Middle:High  Good  
36  Very high  *  Middle  Good  
37  Very high  High  Low:Middle  Good  

38  >=Low  High  Very high  Excellent  
39  >=Middle  High  >=High  Excellent  
40  >=High  >=Middle  Very high  Excellent  
41  Very high  *  Very high  Excellent  

  Security  Availability  Security/Availability  

  40%  60%    

1  Very low  >=Low  Very low  
2  <=Low  Very low  Very low  

3  Low  High  Low  
4  Low  Low  Low  
5  >=Middle  Very low  Low  

6  Very low  <=Middle  Middle  
7  <=High  Middle  Middle  
8  Middle  High:Low  Middle  
9  Middle:High  Middle:Low  Middle  

10  >=Middle  Low  Middle  

11  Low:Middle  Very high  High  
12  High  High  High  
13  Very high  Middle  High  

14  >=High  Very high  Very high  
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15  Very high  <=High  Very high  

  Latency  Monitoring  Traffic  

  40%  60%    

1  >=above 10 ms up to 50 ms  Low  Low  
2  >=above 150 ms up to 500 ms  >=Middle  Low  
3  above 500 ms  *  Low  

4  0 up to 10 ms  Low  Middle  
5  above 10 ms up to 50 ms:above 50 ms up to 150 ms  Middle  Middle  
6  above 150 ms up to 500 ms  High  Middle  

7  0 up to 10 ms  <=Middle  High  
8  <=above 50 ms up to 150 ms  High  High  

  Capital expenditures  Operational expenditures  Econometrics  

  38%  62%    

1  Very high  <=Middle  Very low  
2  <=Middle  Very high  Very low  

3  High  High:Middle  Low  
4  High:Low  High  Low  
5  Low  <=High  Low  

6  <=High  Low  Middle  
7  Middle:Low  Middle  Middle  
8  Very low  <=High  Middle  

9  <=High  Very low  High  
10  Middle:Low  Low  High  
11  Very low  Middle  High  

12  >=Middle  Very low  Very high  
13  Very low  >=Low  Very high  

Table 5: Full set of the decision tree rules. 
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11  Appendix B – Details about costs categories 

Cost category Fibre / Ethernet Cable ducts 

Total investment   79.420.462,39 €    101.214.963,77 €  

Yearly operational expenditures         337.737,55 €               92.352,83 €  

Yearly depreciation      3.900.859,73 €         4.422.563,67 €  

   

Ratio between costs categories Fibre / Ethernet Cable ducts 

Yearly depreciation / Total investment 4,9% 4,4% 

Yearly operational expenditures / Total investment 0,4% 0,1% 

Yearly operational expenditures / Yearly 
depreciation 8,7% 2,1% 

   

Cost category by one unit4 Fibre / Ethernet Cable ducts 

Investment by unit                   2.000 €                      1.000 €  

Yearly operational expenditures                           9 €                              2 €  

Yearly depreciation                       173 €                            42 €  

   

Cost category by unit Fibre / Ethernet Cable ducts 

Total investment                   3.500 €                      2.000 €  

Yearly operational expenditures                         15 €                              3 €  

Yearly depreciation                       303 €                            73 €  

   

Cost category by unit (MAX-MIN) Fibre / Ethernet Cable ducts 

Total investment 2000 € - 3500 € 1000 € - 2000 € 

Yearly operational expenditures 9 € - 15 € 2 € - 3 € 

Yearly depreciation 173 € - 303 € 42 € - 73 € 

Table 6: Full set of costs assumptions. 

                                                             
4 This is estimated average value. 


