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SUNSEED project 

SUNSEED proposes an evolutionary approach to utilisation of already present communication networks from 

both energy and telecom operators. These can be suitably connected to form a converged communication 

infrastructure for future smart energy grids offering open services. Life cycle of such communication network 

solutions consists of six steps: overlap, interconnect, interoperate, manage, plan and open. Joint 

communication networking operations steps start with analysis of regional overlap of energy and 

telecommunications operator infrastructures. Geographical overlap of energy and communications 

infrastructures identifies vital DSO energy and support grid locations (e.g. distributed energy generators, 

transformer substations, cabling, ducts) that are covered by both energy and telecom communication 

networks. Coverage can be realised with known wireline (e.g. copper, fiber) or wireless and mobile (e.g. Wi-Fi, 

4G) technologies. Interconnection assures end-2-end secure communication on the physical layer between 

energy and telecom, whereas interoperation provides network visibility and reach of smart grid nodes from 

both operator (utility) sides. Monitoring, control and management gathers measurement data from wide area 

of sensors and smart meters and assures stable distributed energy grid operation by using novel intelligent real 

time analytical knowledge discovery methods. For full utilisation of future network planning, we will integrate 

various public databases. Applications build on open standards (W3C) with exposed application programming 

interfaces (API) to 3rd parties enable creation of new businesses related to energy and communication sectors 

(e.g. virtual power plant operators, energy services providers for optimizing home energy use) or enable public 

wireless access points (APs) (e.g. Wi-Fi nodes at distributed energy generator locations). SUNSEED life cycle 

steps promise much lower investments and total cost of ownership for future smart energy grids with dense 

distributed energy generation and prosumer involvement. 
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Executive Summary 

The deliverable represents compressed requirements and highlighted Sunseed solutions for 
converged DSO-telecom communication network supporting future smart grids. In the project we 
establish robust communication network to connect power measurements with developed 
applications to ensure observability of voltages and power flows for more efficient operation of 
distribution grid. 
 
The observability of power network was achieved by implementing the state estimator in power 
nodes on the basis of synchronized voltage phasors measurements, topology grid data and line 
impedances. This approach is technological very challenged due to very small differences between 
voltage phasors alongside distribution network and needed line impedances which are especially in 
low voltage distribution network bad known. Voltage measurements with phasor measurement unit 
(PMU) were implemented with WAMS-SPM devices as distinct module for DIN-rail enclosure 
reporting power measurement parameters every 20 ms (i.e. 50 times per second) what is really 
impressive performance.  Additional measurements was obtained from installed smart meters and 
was treated as pseudo measurements. Data from industrial type of smart meters is connected 
directly to mobile network, residential one is connected through PLC S-FSK technology 
communication to data concentrator and then via mobile network (usually GPRS) using the same 
APN. Besides this PLC S-FSK technology in combination with mobile communication network does 
not enable transferring all available data from smart meters to DSO databases in real or close to real 
time. For this reasons we recommend to upgrade PLC S-FSK technology to new generation of the G3 
PLC solutions. 
 
Due to minor phase angle difference between nodes,  PMU measurements were placed just in 
secondary transformer station and referenced ones with phase angel fixed to zero were connected 
to main supply substations. During installation we were facing several issues like: (i) foreign 
ownership of secondary substations and equipment, (ii) no load or very small load presence on 
supplying 20/0.4 kV transformers as an indicator that at this type of nodes the PMU is not 
reasonable, and (iii) week existing communication network and huge unforeseen cost with staff 
effort for communication or power equipment reconstruction, especially on rural sites. 
 
Converged network consists of many different communication technologies/networks, which is 
helpful in order to assure various communication scenarios within DSO power network. As observed 
through the whole project, the power network is specific in relation to communication network, 
especially in terms of certain locations where measurement equipment should be installed. In the 
process of the smart grid communications architecture determination, tools like inventory 
warehouse management and GIS are therefore very helpful.   
 
Manageability of smart grid’s converged network should be provided for WAN network at least, i.e. 
down to the modems or end nodes in WAN (mobile network, DSL network, fiber optics network, 
satellite network etc.), while manageability of communication devices within LAN sub networks 
sometimes might not be possible (PLC devices, WiFi networks etc.). However, devices in LAN 
networks should be configured in a way that at least manual remote connection to the device is 
possible. Within the converged network it is also necessary that the IP addressing plan is well 
prepared, however, L2 type of network would be preferred, while network based on layer 3 is 
possible as well. After all, if cost efficiency is of primarily concern, we are quite limited within mobile 
and satellite networks where convergent layer is IP protocol, since layer 2 protocols differs. In such 
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case one would need layer 2 tunneling protocol functionalities which are typically not really cost 
effective. 
Most common approach in mobile network would be using private APN links. Since solution is layer 3 
based, therefore IP addressing should be prepared, considering wide deployment of such scenario is 
possible. However, in the case of mobile network, solution with IPsec tunnel is possible as well. 
Approach is similar as in the case of using satellite access network and also requires IP address 
planning in advance. IPsec solution would probably be used when there is economically not feasible 
to have a private APN. 
 
Connecting locations via satellite access network is rather specific, however, the communication 
solution is quite straightforward – use of IPsec tunnel. Solution is layer 3 based and IP addressing 
plan should be therefore well prepared in advance. 
 
Fixed network usually gives possibility to create layer 2 based connections which is most 
recommended scenario. However, scenario with IPsec tunnel is possible as well. 
 
DSO may already have its communications solutions implemented in its own way, in some cases 
involving various communications technologies which are not always a part of a unified network. 
When there already exist some links via telco infrastructure, we propose to be considered within one 
of described scenarios, while in case of unified internal network (most probably Ethernet based) we 
propose site-to-site VPN tunnel. The tunnel could be layer 3 based or layer 2 based as well.   
 
Each WAMS-SPM generates a measurement message of 410-415 bytes (uncompressed JSON format) 
every 20 ms. Given the TCP/MQTT protocols and the publish-subscribe architecture used, this data 
flow translates into specific requirements for the access networks. We have found that depending on 
the used access network (Fiber, LTE, UMTS and Satellite connections), the resulting performance 
requirements are different. 
 
In the SUNSEED project the important FPAI related goal was to integrate measurements (on the 
electricity grid and on devices generating energy to and consuming energy from this grid) with the 
FPAI demand response framework as to bring the FPAI framework a step further in large scale 
adoption. The FPAI clients were integrated on the measurement and control devices (the WAMP-
PMC and WAMP SPM devices) that perform the measurements on the electricity grid (WAMS-SPM) 
and on devices consuming and/or producing electricity (WAMS-PMC). The major goal for this 
integration was to show that the FPAI clients could run on platforms having limited processing and 
storage capabilities. Regarding security framework the provisioning server in combination with a 
small provisioning server proxy allowed easy integration with the API’s of the authorisation server. 
Integration with the FPAI framework proved to be harder due to the fact that a secure element was 
used as part of the security solution and access to this secure element was not provided in a 
standard way in the java environment in which FPAI has been programmed. 
 
Proposed business models are focused on communications networks for distribution smart grids and 
interplay between DSO utilities and telecom operators. Challenges identified (coverage, security, 
node density, etc.) lead us to conclusion that telecom operator is leading candidate for realisation of 
communications networks for future smart grids, of course, in cooperation with DSO – telecom 
operator has to adapt its operations to DSO’s requirements and operational needs. It is therefore 
right time to form new kind of smart grid network partnership between DSO and telecom operator to 
enable new energy services for future cost effective smart grids and distribution power grids. 
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1 Introduction 

Communication technologies are key building blocks of smart grids and the condition for all 
subsequent applications within them. They provide connectivity between intelligent devices 
(components) and systems that are integrated into the network within the concept of smart grids. 
Domain of smart grid technologies is primarily a communication layer in Figure 1. The reference 
architecture for European smart grids concept with selection of technologies for the implementation 
of communication infrastructure is given in set of IEC standards [CEN 2012]. 
 

 

Figure 1: Common smart grid architecture and positioning of project Sunseed within it. 

In Sunseed we establish connection (communication and information layer on Figure 1) between 
power measurements (component layer on Figure 1) with developed applications (function layer on 
Figure 1) to ensure observability of voltages and power flows for more efficient operation of 
distribution grid. Finally we also analysed different business models between power, communication 
and regulatory stakeholders and propose optimal one.   

 



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 12 of 36 
 

2 Measurements equipment for smart grid observability  

2.1 Solutions for increasing network observability 

 
The observability of power network was achieved by implementing state estimator in power nodes. 
There are several algorithms for state estimations but in general following options of inputs from grid 
are needed: 

¶ Option A: voltage and current measurements, topology grid data, line impedances optional 

¶ Option B: synchronized voltage phasors measurements, topology grid data, line impedances.   
 
Usually the option A is computational and technological less complicated but in comparison of option 
B there must be a presence of current measurements in many grid branches what demands quite 
huge and expensive adoption of power primary equipment to install needed current transformers. 
The whole system is therefore quite expensive to set up and also for maintenance. On the other 
hand option B with synchronized phasor measurement is technological very challenged due to very 
small differences between voltage phasors alongside distribution network (high resolution of 
measurement devices) and needed line impedances which are especially in low voltage distribution 
network bad known. For both option the robust and reliable communication network with short 
delays is needed. 
 
In Sunseed field trial we test option B and install the following devices (example of physical 
installation is shown on Figure 2: 

¶ Measurements: 
- Voltage phasor measurement units - PMU (WAMS-SPM device) – for measurement in 

distribution grid.  
- Smart meters – for pseudo measurements supporting state estimation and load 

forecasting. 

¶ Measurements synchronization: 
- GPS antenna with supporting equipment.  

¶ Communications for measurements: 
- LTE/UMTS routers, 
- Satellite modems/routers with supporting equipment, 
- Data concentrator for PLC communications to residential smart meters  
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Figure 2: Device installations examples. 

2.2 Measurements specifications in field trial  

2.2.1 Voltage measurement with phasor measurement unit (PMU)  

In project voltage phasors were implemented with WAMS-SPM device as distinct module for DIN-rail 
enclosure. 
  
Device input signals: 

- phase voltage 1 (L1) 
- phase voltage 2 (L2) 
- phase voltage 3 (L3) 
- neutral connector (N) 
- earthing (PE) and supply connectors 
- GPS   

 
Device outputs: 

- phase voltage 1 magnitude 
- phase voltage 2 magnitude 
- phase voltage 3 magnitude 
- phase voltage 1 angle 
- phase voltage 2 angle 



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 14 of 36 
 

- phase voltage 3 angle 
- phase voltage 1 frequency 
- phase voltage 2 frequency 
- phase voltage 3 frequency 
- other testing and diagnostic outputs  

 
The device reports all above mentioned power measurement parameters every 20 ms 8(i.e. 50 times 
per second) what is really impressive performance. A reporting period once per second is 
completely sustainable in the long term for all (currently known) applications using PMU 
measurements.  
 
Other recommendations which must be taking into account during PMU installation for multipurpose 
use in distribution power network: 

¶ Phase angle output resolution should be at least 0.02 °. Higher values cause errors in 
applications results (e.g. state estimation, transient analyses). 

¶ In case of performing measurements on higher voltage levels (> 0.4kV) voltage 
measurement transformers used for signal capturing should be classified at least with class 
r=0.2 . Higher class could distort an input signal and also cause additional error in signal 
conversion. 

¶ For voltage signal capturing a separate core on voltage measurement transformer must be 
used. In general, this is the core for operational measurements. Capturing signals through 
other cores designed for protection or billing measurements could affect their performance 
and proper operation.         
 

2.2.2 Smart meters 

In Sunseed field trial all customer measurements places are equipped with following types of smart 
meters: 

- industrial smart meters: for customers with current limitation of 63 A and more, 
- residential smart meters for customer with current limitation lower than 63 A. 

 
In the project we install just residential type of SM. All customers with current limitation of 63 A or 
more were equipped with industrial type before Sunseed has started. The main difference between 
both types of smarts is connection to mobile network. The industrial type is connected directly to 
APN via GSM, GPRS or EDGE network (Figure 3), residential one is connected through PLC 
communication to data concentrator and then via mobile network (usually GPRS) to same APN 
(Figure 4). 
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Figure 3: Industrial smart meter connection. 

 

 

Figure 4: Residential smart meters connection. 

 
The most common PLC technologies uses a single-carrier system with S-FSK (Spread Frequency-shift 
Keying) modulation, which lacks flexibility in selecting the carrier frequency, and hence, results in low 
throughput and reliability ([E. Hossain, Z. Han, H.V. Poor, 2013]). It is defined in standard IEC 61334 
which also called PLAN. Nevertheless the technology is useful for daily reading smart meters data 
(active and reactive 15 minutes interval energy and load profile). In all field trial locations this 
communication technology is used for connecting all residential smart meters. 
 
Because of low and undefined impedance, transient effects and different consumer’s influences 
create a very challenging environment for data communications. Despite all the advantages of S-FSK 
technology, PLC communications does not provide reliable communication needed for 100 % 
accuracy of remote reading. Many devices used today do not meet requirements. Also, in the past, 
EMC requirements were not considered during installation. This can cause disturbances on PLC 
communication systems operating in 3-150 kHz frequency range. Most problems appear in 
apartment buildings, because of a high concentration of electronic devices, and a lot of power 
network branches and measurement points close together. Just one disrupter can cause 
disturbances which disable many measurement points remote reading.  Therefore, many consumers 
do not get accurately monthly power consumption billing. Consumers cannot monitor and diagnose 
power network disturbances caused by their devices. 
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Besides this PLC S-FSK technology in combination with mobile communication network does not 
enable transferring all available data from smart meters to DSO databases in real or close to real 
time. For this reasons we recommend to upgrade PLC S-FSK technology to new generation of the 
G3 PLC solutions. PLC G3 is still narrow band technology but it is offering a balance of robustness, 
quality of service, high data rate and cost on the basis of Orthogonal Frequency Division Multiplexing 
(OFDM) in combination with coded Differential Phase Shift Keying (DPSK).   
 

2.3 Lessons obtained during field trial installation and operation 

A course of typical research project is quite unpredictable. Therefore its success depends of many 
factors which we could summarize in the following categories: 

- Real project/work description: it should contain complete descriptions of all work processes 
with all resources and strategies to manage risks related with them. 

- Well considered composition of work and activity plans focusing on main project goals. 
- Time planes should be real with enough space to implement work within desired quality.  
- Testing period after installations should last long enough to manage defectiveness relating 

with developing new technologies, gathering new experiences, etc.  
 
It is very important to understand that DSO manages a part of power system which is really 
sophisticated. It is the only world-wide technological system which self-control in real time 
autonomously to balance consumption with generation. DSO strongly considers numbers of 
normative like grid code, standardisation, regulatory operational rules, high safety conditions for 
system operation and control. For these reasons equipment built in power network is generally well 
verified and tested and consequently quite expensive. 
 
On the other hand in Sunseed similarly to the majority of other EU projects, the developed 
equipment and solutions were not able to meet all mentioned requirements regarding deployed 
equipment and solutions. This is understandable, since Sunseed is FP 7 research EU project with 
solutions and prototypes developed in the laboratory environment. From this point of view it seems 
that the scope of field trial was designed in too optimistic way as envisaged installation of 1000 
communication nodes with approximately 500 nodes with PMU like measurements in time period of 
six months. This numbers are very challenged even for DSO company common core business activity. 
For research projects are these numbers oversized. DSO staff and teams are dealing with their tasks 
to meet company business goals for management which have priority over project trial actions. 
 
In Suneseed the Elektro Primorska as DSO representing company reduce numbers of PMU nodes and 
place these measurements on secondary side of power transformers in main supply substations for 
reference measurements (set angle to zero) and secondary transformer stations to observe phasor 
difference regarding referenced one. We decide not to put PMU measurements on other nodes with 
distributed generation or huge consumptions due to following reasons: 

¶ In low voltage grid the angle difference between nodes are too small for detection. PMU 
measurements placed just in secondary transformer station therefore meet all needs for 
state estimations algorithm. Measurements in low voltage nodes are considered as pseudo 
obtained from smart meters. 

¶ Installation on site with generation is quite comprehensive due to regulatory prescribed 
equipment of its network connection point which demands considerable adoption of 
measurement place. 
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For the installations in secondary transformer station we also faced following issues: 

¶ Foreign ownership of secondary substations and equipment. 

¶ no load or very small load presence on supplying 20/0.4 kV transformers as an indicator 
there PMU is not reasonable 

¶ Week existing communication network and huge unforeseen cost with staff effort for 
communication or power equipment reconstruction.  

¶ Unforeseen cost with huge staff effort appears on sites with rural type of secondary 
substation with transformer mounted on pole. In this case a low voltage delivery box with 
busbars must be completely replaced with new one with separate power and measurements 
department which in addition to increased costs also requires long hours disconnection from 
supply for all customers under this substation. 

 
An example of work on installation at rural location at alpine village Knežke Ravne is shown in Figure 
5. 
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Figure 5: Work on Sunseed installation at alpine village Knežke Ravne 

 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 19 of 36 
 

3 Proposed communications solutions for smart grid functionality  

Smart grid is in terms of communication means represented as a converged network integrating 
many different communication technologies from both telco and DSO networks, i.e. mobile, wireless, 
fiber optics, DSL, power line communications, Ethernet, … In certain cases even 3rd party networks 
might be used, e.g. satellite network. As part of communications solution, we may additionally 
consider also security solutions (partially of trust provider’s area of interest in terms of business 
models) and data/cloud centre (cloud service provider in terms of business models), i.e. network of 
(cloud) services for collecting, storing and processing data. Due to security reasons, network should 
be implemented as a virtual private network. 
 
Since the final goal of communications solution is transferring/delivering data across the network, 
there are no certain restrictions on choosing any technology, since it is able to meet requirements 
regarding data exchange protocols and formats, reliability, security, resilience, latency etc. Besides 
providing requirements mentioned, procedures and tools to manage converged network is another 
aspect which is unavoidable to preserve long-term stability within the converged network and also 
for the network operator to have comprehensive overview into the network. Topology of smart grid 
converged network is depicted in Figure 6. 
 

converged core network

mobile access 
network

data/cloud center

satellite access 
network

monitoring
(NOC)

fixed network
(site-to-site VPNs)

fixed network
(residenial & SME)

security systems

 

Figure 6: Topology of smart grid converged network integrating various access networks/technologies 
and support (sub) networks, i.e. data/cloud centre, monitoring network and security systems 

facilities. 

3.1 Communications network solutions 

Converged network consists of many different communication technologies/networks, which is 
helpful in order to assure various communication scenarios within DSO power network. As observed 
through the whole project, the power network is specific in relation to communication network, 
especially in terms of certain locations where measurement equipment should be installed. Such 
situations could be unpopulated areas (eg. hydro plants in mountain regions), areas with very specific 
environmental conditions (e.g. industrial objects with various disturbances, weather conditions in 
mountain regions) etc. 
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In the process of the smart grid communications topology determination, tools like inventory 
warehouse management and GIS are very helpful. Besides providing the general orientation in space 
and the unified view of power grid and communication infrastructure, GIS offers many other useful 
data, tools and functions. For example, in the case of broadband radio access network (RAN) 
connections of grid nodes, very valuable functions are the visibility and terrain profile analysis. With 
integration of GIS, inventory warehouse management, radio planning tools and network monitoring 
system, the application becomes even more valuable, it can also offers highly advanced calculations 
of radio coverage as well as statistical processing and visualization of RAN parameters. In addition, as 
integrated with DSO monitoring system as well, the application is capable of providing real-time data 
about energy and communication data flows within smart grid networks. 
 
Smart grid communication converged network is in terms of ICT terminology perceived as a “Wide 
Area Network” (WAN) which is extended with specific “Local Area Network” (LAN) sub networks. 
General idea is to have fully managed and secure network with monitoring capabilities which 
enables: 

- secure virtual network for both data traffic and management traffic, 
- automatic or at least semi-automatic procedures for network nodes configuration, 
- standardized procedures for integrating new nodes/locations into the network. 
- remote configuration of nodes within the network, 
- monitoring the network and raising alarms in case of failures, 
- providing redundancy to ensure alternative paths for traffic, 
- measuring and ensuring SLA KPIs, 
- providing high level security implementing services like authentication, authorization, 

ciphering by the use of digital certificates, VPN technology (or APN technology within mobile 
networks), provisioning systems, authorization servers etc. 

 
Manageability of smart grid’s converged network should be provided for WAN network at least, ie. 
down to the modems or end nodes in WAN (mobile network, DSL network, fiber optics network, 
satellite network etc.), while manageability of communication devices within LAN sub networks 
sometimes might not be possible (PLC devices, WiFi networks etc.). Anyway, devices in LAN networks 
should be configured in a way that at least manual remote connection to the device is possible.  
 
Within the converged network it is also necessary that IP addressing plan is well prepared, however, 
L2 type of network would be preferred, while network based on layer 3 is possible as well. After all, if 
cost efficiency is of primarily concern, we are quite limited within mobile and satellite network where 
convergent layer is IP protocol, since layer 2 protocols differs. In such case one would need layer 2 
tunnelling protocol functionalities which are typically not really cost effective. 
 
Cloud infrastructure and cloud services itself are part of smart grid’s ICT infrastructure as well, and 
could be also operated by communications operator. Regarding processing power of field 
measurement devices and data processing functions assigned to them, cloud resources could be 
optimized in terms of fog computing and edge computing concepts. However, the main objectives 
regarding performances within cloud computing approach are message broker as an aggregation 
point of incoming measurement data packets and data base. The latter is critical especially in terms 
of its ability to concurrently serving writing and reading requests which might impose quite big data 
load overall. 
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Concepts used in Sunseed smart grid converged network were comprehensively elaborated in other 
reports (D3.2.2, D5.2), hereafter we propose the most probable approaches of connecting 
measurement locations (with WAMSes and SmartMeters) to converged network. 
 

3.1.1 DSO internal communications network integration into Smart Grid Converged 

Network  

DSO may already have its communications solutions implemented in its own way, in some cases 
involving various communications technologies and not always as a part of a unified network. When 
there already exist some links via telco infrastructure, we propose to be considered within one of the 
scenarios described in next subsections, while in case of unified internal network (most probably 
Ethernet based) we propose site-to-site VPN tunnel (Figure 7). The tunnel could be layer 3 based or 
layer 2 based as well.  
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Figure 7: Connecting WAMS and SmartMeters which reside in DSO’s (or any other) private network. 
Connection is established through fixed network. Privacy and security of connection is guaranteed by 

IPsec tunnel (e.g. site-to-site VPN) in-between router and core network. 
 

3.1.2 Connecting locations through mobile access network  

Most common approach in mobile network would be using private APN links (Figure 8 and Figure 9). 
Since solution is layer 3 based, therefore IP addressing should be prepared considering wide deploy 
of such scenario is possible. However, in case of mobile network, solution with IPsec tunnel is 
possible as well. Approach is similar as in case of using satellite access network (see Figure 10) and 
also requires IP address planning in advance. IPsec solution would probably be used when there is 
economically not feasible to have private APN. 
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Figure 8: Connecting WAMS and Smart Meters through mobile access network where private APN is 
created for smart grid communications. 
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Figure 9: Connecting WAMS with integrated mobile modem through mobile access network where 
private APN is created for smart grid communications. 

 

3.1.3 Connecting locations through satellite access network  

Connecting locations via satellite access network is rather specific, however, the communication 
solution is quite straightforward – use of IPsec tunnel. Solution is layer 3 based and IP addressing 
plan should be therefore well prepared in advance. 
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 Figure 10: Connecting WAMS and Smart Meters through satellite access network. Privacy and 
security of connection is established by IPsec tunnel in-between router and core network. 

 
 

3.1.4 Connecting locations through fixed access network  

Fixed network usually gives possibility to create layer 2 based connections which is most 
recommended scenario as seen in Figure 11. However, scenario with IPsec tunnel is possible as well 
(for details see previous sub chapters). 
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Figure 11: Connecting WAMS and Smart Meters through fixed access network where layer 2 
connection (VLAN) is established in-between location (modem) and core network. 

3.1.5 Multi-interface communications 

A proposal for improving the reliability of communications that was studied in T3.2 was the idea of 
using multiple interfaces simultaneously for transmitting the same data, thereby achieving interface 
diversity. Two examples of such strategies for multi-interface transmissions are shown in Figure 12. 
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Figure 12: Two examples of multi-interface transmission strategies taking advantage of three 
available interfaces. 

 
While this method has not been included in the SUNSEED field trial, lab experiments have been used 
to show its usefulness with real wireless systems. Figure 13 shows the results of a measurement 
campaign conducted at Aalborg University, where the latency of three wireless links was measured 
during the course of a work day. The plot shows probability of the latency being less than or equal to 
the l-value on the x-axis. In other words, the y-axis gives the reliability for a given latency value l. 
 

 

Figure 13: Probability of latency being less than l, for measurements obtained in lab measurements. 

 
Given the three measurements of latency, we have conducted simulations where we play back the 
latency measurements and apply the considered multi-interface strategies in each time step. The 
results are shown in Figure 14. Notice that the 1-out-of-3 strategy is the same as cloning in the figure 
above. 
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Figure 14: Probability of latency being less than l, for multi-interface transmission strategies applied 
to lab measurements. 

 
 

3.2 Minimum requirements of performance  

Each WAMS-SPM generates a measurement message of 410-415 bytes (uncompressed JSON format) 
every 20 ms. Given the TCP/MQTT protocols and the publish-subscribe architecture used, this data 
flow translates into specific requirements for the access networks. As explained in D5.3, we have 
used wireshark traces to characterize the traffic flows. 
 
We have found that depending on the used access network, the resulting performance requirements 
are different. This can be seen in the table in Figure 15, where it is clear that the bandwidth 
requirements in uplink and downlink are different for Fiber, LTE, UMTS and Satellite connections. 
 

 

Figure 15: Statistics of TCP conversations from WAMS-SPM devices to mongoDB server. 

Link type IP Address Pkts/s UL pkts/s DL pkts/s UL kbpsDL kbps

Fiber 10.161.194.34 191.15 95.61 95.55 216.93 53.53

Fiber 10.161.193.11 196.30 98.17 98.13 216.32 54.97

Fiber 10.161.194.18 192.25 96.15 96.10 215.65 53.84

LTE 10.161.12.50 63.66 32.00 31.66 181.29 17.74

LTE 10.161.11.183 64.34 32.32 32.02 180.68 17.94

LTE 10.161.10.238 59.19 29.97 29.22 180.23 16.37

LTE 10.161.11.205 60.95 30.78 30.16 179.79 16.90

LTE 10.161.12.86 56.13 28.52 27.61 179.40 15.47

LTE 10.161.11.142 63.28 31.86 31.42 179.18 17.60

LTE 10.161.10.181 53.70 27.68 26.03 178.87 14.58

LTE 10.161.27.140 51.94 27.10 24.85 178.56 13.92

LTE 10.161.11.234 50.67 26.22 24.45 178.11 13.70

LTE 10.161.11.244 50.03 25.91 24.12 177.93 13.51

UMTS 10.161.3.2 35.35 21.21 14.14 175.28 7.92

UMTS 10.161.3.3 34.47 19.32 15.15 174.22 8.49

SAT 10.161.126.9 23.71 15.60 8.11 172.12 4.55
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The figure in Figure 16 shows the measured OWD for the devices in operation, when the wireshark 
trace was obtained. From the plot, we see that for at least some of the time, all considered access 
networks: fiber, LTE, 3G, and satellite are able to deliver the level of performance needed to collect 
the WAMS-SPM measurements.  
 
In practice, the devices in Razdrto that are connected using 3G, are often not able to deliver the 
WAMS-SPM measurements in time due to fluctuating signal quality. 
 

 

Figure 16: Time-averaged OWD for different WAMS-SPM devices. Red rectangle shows the portion of 
measurements used to calculate the statistics in Figure 15. 

 



    
Field trial measurement reports (Analysis and Validation) Version 0.12 

 

SUNSEED, Grant agreement No. 619437  Page 27 of 36 
 

4 Recommendations for key relating functions to enhance network 
observability 

4.1 Lessons learned in controlling power consumption and generation in an 
IoT like fashion 

In the SUNSEED project the important FPAI related goal was to integrate measurements (on the 
electricity grid and on devices generating energy to and consuming energy from this grid) with the 
FPAI demand response framework as to bring the FPAI framework a step further in large scale 
adoption.   
 
To this aim we integrated existing and emerging technologies in the areas of Internet of Things, 
Demand Response (FPAI) and Security because these areas are seen as crucial to have a large scale 
participation of small consumers and producers in the future smart grids. More precisely, the 
following technologies were used and further developed: 

1) XMPP as IoT solution for sharing measurements and control information on a large scale 
2) FPAI as a framework for demand response 
3) Gemalto Security solution for IoT security. 

 
In addition the following measurement and control technologies developed within the SUNSEED 
project were used : 

1) WAMS-SPM as measurement units to measure electricity grid parameters 
2) WAMS-PMC as measurement units to measure consumed energy of small consumers on a 

large scale 
3) WAMS-PMC as control units to control the energy consumption of appliances on a large scale 

 
This section describes the lessons learned in the development of the first three technological 
components, the integration with the measurement and control technologies and the deployment of 
these components in the SUNSEED lab and field trials. 
 

4.1.1 Set-up of the IoT environment 

The environment that was developed to conduct the lab and field trials has been described in 
deliverables D4.4.1 and D4.4.2. This section describes a short recap of this based on Figure 17. 
 
XMPP environment consisting of an XMPP server, a registry and a provisioning server. 
 
The XMPP server that enables both direct exchange of messages between two clients; or the 
exchange of messages between many clients using publish/subscribe mechanisms. The registry 
stores meta information about registered users/clients and allows clients to be searched/found on 
specific parameters. The provisioning server allows a generic XMPP server to rely on an external 
authorisation server to allow or deny clients’ access to other clients or publish/subscribe topics. 
 
FPAI framework residing on the WAMS modules abstract measurements from the electricity grid and 
from producers/consumers in such a way they are easily usable by (Demand Response, State 
estimation) applications 
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Authorisation server allows the access to resources (clients, publish/subscribe topics) on the XMPP 
server to be centrally managed.  
 
WAMS PMC and SPM modules serve as a measurement and control unit of energy consuming and 
producing devices as well as a measurement unit for the electricity grid 
 
Internet and TS networks serve as the telecommunication infrastructure to transfer the messages 
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Figure 17: IoT environment 

4.1.2 Overall observations 

The focal point in controlling power consumption and generation in an IoT like fashion was the 
development of the XMPP environment and the FPAI framework. At the same time the Authorisation 
server and the WAMS PMC and SPM modules were developed in different parts of the project.  
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Since these developments were not driven by an integrated goal and corresponding supervision, 
versions of the XMPP and FPAI did not align with versions of the WAMS modules and versions of the 
Authorisation server software. As a result parts of the XMPP and FPAI software that had been tested 
to work on the then available versions of the WAMS modules and Authorisation server software 
would often cease to work when new versions of either the WAMS modules or Authorisation server 
software were produced. This had an adverse effect on the development time and effort. 
 
As lessons learned the following observations can be made with this respect: 

1) Limit the number of dependencies to the level necessary to demonstrate the advances being 
made to focal environment (in this case XMPP and FPAI). 

2) If dependencies cannot be avoided, ensure a central supervision with a clear knowledge of 
dependencies and aligned versions where a limited number of dependencies are changed 
from one version to another. Working in in sprints according to SCRUM could help in this 
respect. 

4.1.3 XMPP IoT environment 

With respect to the XMPP IoT environment the goals where to: 

1) Demonstrate the suitability of XMPP to transport the measurements on the electricity grid 
and on devices generating energy to and consuming energy from this grid to applications 
using these measurements (such as Demand Response application and State Estimation 
Application used in the SUNSEED project) 

2) Demonstrate the use of XMPP IoT extension XEP 324 for provisioning and its ability to easily 
provision many IoT devices (WAMS PMC and WAMP SPM modules in the SUNSEED project) 

3) Demonstrate the used of XMPP IoT extension to control IoT devices (WAMS PMC modules in 
the SUNSEED project) 

 
As lessons learned with respect to these goals the following observations can be made: 

1) The XMPP protocol is well suited to transport measurements from many IoT devices to many 
applications using the publish-subscribe mechanism. Measurements of the PMC devices on a 
frequency of 2 measurements per second can easily be transported also over limited 
bandwidth connections (3G). The frequency and number of measurement of the WAMS SPM 
modules (50 measurements per second measuring about 30 parameters)is more challenging 
because of the verbosity of the XMPP protocol. However a number of measures (such as the 
use of XMPP compression) alleviate this problem. 

2) Using concentrator nodes allows easy subscriptions to measurements of many nodes that 
are below this concentrator node. Subscribing to a concentrator node also allows subscribing 
to all leafs, even leafs that become active after subscribing to the concentrator node. 

3) Using the provisioning extensions allows easy provisioning of many IoT clients. This also 
allows control by a 3rd party such as an external authorization server by using simple API’s to 
the provisioning server.   

4) Controlling IoT devices using the XMPP protocol is also easily achieved since direct 
communication between two XMPP clients is also supported. Authorisation of this control 
can be done by a client itself, or by the provisioning server depending on the decision of the 
clients themselves.  
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4.1.4 FPAI framework 

With respect to the FPAI framework the goals were to: 

1) Extend the FPAI framework to make it suitable for the abstraction of measurements in 
general and measurements on the electricity network in particular. 

2) Extend the FPAI framework to make it suitable for large scale adoption by: 
a. Transforming the FPAI messages to a more generic message format 
b. Allow for easy integration and control of many FPAI nodes 

 
As lessons learned with respect to these goals the following observations can be made: 

1) The FPAI abstractions were extended to include measurements that can now be used within 
the FPAI framework to abstract specific measurements from IoT devices to a level that makes 
it easy for applications to use these measurements and combine them with measurements 
from other devices. 

2) The message format of FPAI was converted to an XML message format which makes it not 
only very easy to integrate with the XMPP message structure which is also XML based but 
also makes it easier to adopt since the XML format is widely used. 

3) Using an FPAI management centre allowed easy provisioning of many identical FPAI nodes. 
The generic FPAI node contains no other software than a management centre client that 
enables the FPAI node to contact the management centre. From the management centre 
groups of nodes can be provisioned with the required software bundles. This greatly 
facilitates the deployment of a large number of nodes even if these nodes have specific 
software requirements  

4.1.5 Security framework 

The security framework provided by Gemalto was developed in another part of the project an also 
described in other parts of this deliverable but was an important part of the integration of the FPAI 
framework.  
 
The goals in this respect were: 

1) To show that the security framework was applicable to the XMPP transport mechanism. This 
is a goal described in the security part of this deliverable 

2) To show the versatility of the XMPP IoT provision and the FPAI framework in integrating with 
other security solutions than the native XMPP security. 

 
As lessons learned with respect to the second goal the following observations can be made: 

1) The use of the provisioning server in combination with a small provisioning server proxy 
allowed easy integration with the API’s of the authorisation server. 

2) Integration with the FPAI framework proved to be harder due to the fact that a secure 
element was used as part of the security solution and access to this secure element was not 
provided in a standard way in the java environment in which FPAI has been programmed. It 
required the use of the latest, less stable versions of java combined with vendor (Gemalto) 
specific changing to PKCS11 libraries available on the hardware platform on which the FPAI 
client ran. However after overcoming these problems a stable implementation was provided 
enable the easy and secure use of many IoT clients. 
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4.1.6 Integration with the measurement and control devices (WAMS) 

The FPAI clients were integrated on the measurement and control devices (the WAMP-PMC and 
WAMP SPM devices) that perform the measurements on the electricity grid (WAMS-SPM) and on 
devices consuming and/or producing electricity (WAMS-PMC).  
 
The major goal for this integration was to show that the FPAI clients could run on platforms having 
limited processing and storage capabilities.  
 
Although, as was mentioned as part of the general observations, the co-development of the FPAI 
framework and the WAMS devices caused some problems, the end result shows that, once a 
standardised (software) interface to the measurement and control device has been specified, it is 
relatively easy to deploy the FPAI framework on top of that, the only requirement being the ability to 
have a java run time environment present and some storage capabilities for the FPAI software. 
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5 Proposed business models in telecom and DSO cooperation 

The smartification of distribution power grids has large potential for both telecom operators and 
DSOs. As observed throughout the Sunseed project, which proposes an evolutionary approach to 
utilisation of already present communication networks from both DSO and telecom operators, the 
potential for telecom operator lies in a fact that it directly influences whole utility sector in a 
combined multi-utility services of electricity, gas, water supplies, etc. Indirectly it can also work with 
other sector verticals like building automation, security, transport and particularly EV infrastructure, 
public planning, communications connectivity, etc. Telecom operators may provide various services – 
from communication connectivity to managed services for specific vertical solutions and horizontal 
platform oriented exposure of data.  
 
Smart grid is on the other hand DSO’s primary infrastructure and DSO have therefore extremely 
responsible role in the whole process, ie. from planning to exploitation and management. Smart grids 
will become much greater in future comparing to present state, so managing will also become more 
complex and in-house managing more difficult as well. Even not yet wide-spreaded in DSO market, 
outsourced ICT managed services seem to be reasonable solution to deal with increasing complexity 
of smart (power) grids. However, to be successful, telecom operator as potential outsource partner, 
would need to adapt to utility requirements and operational needs, especially in providing specific 
QoS profiles associated with (specific) SLA profiles for all services telecom operator will provide to 
DSO. 
 
Marketplace and stakeholders within future energy smart grids are of course not limited to telecom 
operators and DSOs only. With market liberalization, as it was extensively elaborated in other reports 
[D2.3.2, D2.3.4], there are beside telco and DSO also other players, namely consumers, prosumers, 
value added services providers, trust managers, raw data storage providers and transmission 
operators. It is not necessary that each player will participate as a single business entity since one 
entity can provide more than one functions as it was case within Sunseed field trial.  
 
Previously mentioned business functions are tightly related to underlying technological capabilities 
and functions of certain business player. Progress in IT industry causes each business subject to 
evolve its IT operations and infrastructure as well, while the question to what extent such 
improvement should be related to in-house operations and to what extent should be outsourced, 
could not be answered exactly. Here we advocate cooperation of DSO and telecom operator, even 
more strongly since to recently heard EC voices that building another ICT infrastructure for smart 
grids is not very sane proposal. Even so, smart grid supports distribution power grid which is owned 
by DSO and the latter would have to decide how will (or will not) integrate with telecom operator’s 
services. While reading various standards from several standardisation organisations in the field of 
smart grids one would come across widely accepted assumption that communication networks 
(simply – internet) are there and they exist just waiting for new services (eg. smart grids) to take 
them for granted and get out of them desired QoS, security and other capabilities in almost limitless 
shapes and forms. However, those are myths and we propose to debunk them and the sooner the 
better. There are two main reasons – economics (as noted above) and information security. In smart 
grids with many nodes, information security is of vital importance, while internet itself is considered 
vulnerable by default. These two objectives are strong enough that it can explicitly bring telecom 
operator into the smart grid equation. 
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Telecom operators are nowadays generally expanding their business out of operating networks 
towards various ICT services like managed network services, cloud/data infrastructure, cyber security 
services, big data mining services, open data services, IoT platforms, etc. Having such comprehensive 
set of services, telecom operator is already in position to set up its own smart grid or IoT network. 
Such network certainly has its limits and as we observed throughout the project there is probably 
nowhere possible that telecom operator would have a priori 100 % coverage. Therefore DSO or any 
other partner interested in smart grid would have to further specify its needs or offer their existing 
capabilities, eg. internal network, PLC links, etc. Building new communications infrastructure is 
unavoidably related to investment and it is worth mentioning that civil works can take up to 80 % of 
total investment [EC 2012]. 
 
DSO already have some of communications infrastructure and can also greatly enhance 
communications connectivity of their distribution power grid nodes by further deploying green field 
solutions like PLC, WiFi or any similar unlicensed wireless technology, and therefore make a smooth 
integration of new smart grid nodes without additional large investments in communication 
infrastructure. Such solutions could be easily connected to wireless or wireline networks owned by 
telecom operator. Such synergy outcome could be observed in lower investment and operational 
costs, lower total cost of ownership, higher reliability, availability and increased robustness. 
 
In a “smart grid partnership” between telecom and DSO, DSO is telecom operater’s customer, while 
DSO’s customers still remains consumers and prosumers while from telecom’s perspective DSO is 
mainly customer. In case none of telecom and DSO provides data storage, data processing and 
security services, other partnerships are needed. Main value, created for DSO is energy grid 
optimization and new services offered to consumers and prosumers through novel IT services 
enabled by smart grid network/partnership. Network optimization, however, imposes lower 
operational costs of energy grid and more rational investments in energy grid expansion. Value for 
telecom operator is of course providing/selling connectivity and ICT services and, as explained above, 
further opportunity to expand these services to other verticals and other DSO providers. All these 
synergies would have positive impact to revenue and costs, the latter particularly due to 
virtualization in ICT technology.  
 
Proposed business models are focused on communications networks for distribution smart grids and 
interplay between DSO utilities and telecom operators. Challenges identified (coverage, security, 
node density, etc.) lead us to conclusion that telecom operator is leading candidate for realisation of 
communications networks for future smart grids, of course, in cooperation with DSO – telecom 
operator has to adapt its operations to DSO’s requirements and operational needs. It is therefore 
right time to form new kind of smart grid network partnership between DSO and telecom operator to 
enable new energy services for future cost effective smart grids and distribution power grids. 
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6 Conclusion 

The deliverable represents compressed requirements and highlighted Sunseed solutions for 
converged DSO-telecom communication network supporting future smart grids. In the project we 
establish robust communication network to connect power measurements with developed 
applications to ensure observability of voltages and power flows for more efficient operation of 
distribution grid. 
 
The observability of power network was achieved by implementing the state estimator in power 
nodes on the basis of synchronized voltage phasors measurements, topology grid data and line 
impedances. This approach is technological very challenged due to very small differences between 
voltage phasors alongside distribution network and needed line impedances which are especially in 
low voltage distribution network bad known. Voltage measurements with phasor measurement unit 
(PMU) were implemented with WAMS-SPM devices as distinct module for DIN-rail enclosure 
reporting power measurement parameters every 20 ms (i.e. 50 times per second) what is really 
impressive performance.  Additional measurements was obtained from installed smart meters and 
was treated as pseudo measurements. Data from industrial type of smart meter is connected directly 
to mobile network, residential one is connected through PLC S-FSK technology communication to 
data concentrator and then via mobile network (usually GPRS) using the same APN. Besides this PLC 
S-FSK technology in combination with mobile communication network does not enable transferring 
all available data from smart meters to DSO databases in real or close to real time. For this reasons 
we recommend to upgrade PLC S-FSK technology to new generation of the G3 PLC solutions. 
 
Due to minor phase angle difference between nodes PMU measurements were placed just in 
secondary transformer station and referenced ones with phase angel fixed to zero were connected 
to main supply substations. During installation we were facing several issues like: (i) foreign 
ownership of secondary substations and equipment, (ii) no load or very small load presence on 
supplying 20/0.4 kV transformers as an indicator that at this type of nodes the PMU is not 
reasonable, and (iii) week existing communication network and huge unforeseen cost with staff 
effort for communication or power equipment reconstruction, especially on rural sites. 
 
Converged network consists of many different communication technologies/networks, which is 
helpful in order to assure various communication scenarios within DSO power network. As observed 
through the whole project, the power network is specific in relation to communication network, 
especially in terms of certain locations where measurement equipment should be installed. In the 
process of the smart grid communications architecture determination, tools like inventory 
warehouse management and GIS are therefore very helpful.   
 
Manageability of smart grid’s converged network should be provided for WAN network at least, ie. 
down to the modems or end nodes in WAN (mobile network, DSL network, fiber optics network, 
satellite network etc.), while manageability of communication devices within LAN sub networks 
sometimes might not be possible (PLC devices, WiFi networks etc.). However, devices in LAN 
networks should be configured in a way that at least manual remote connection to the device is 
possible. Within the converged network it is also necessary that the IP addressing plan is well 
prepared, however, L2 type of network would be preferred, while network based on layer 3 is 
possible as well. After all, if cost efficiency is of primarily concern, we are quite limited within mobile 
and satellite network where convergent layer is IP protocol, since layer 2 protocols differs. In such 
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case one would need layer 2 tunneling protocol functionalities which are typically not really cost 
effective. 
Most common approach in mobile network would be using private APN links. Since solution is layer 3 
based, therefore IP addressing should be prepared considering wide deploy of such scenario is 
possible. However, in case of mobile network, solution with IPsec tunnel is possible as well. Approach 
is similar as in case of using satellite access network and also requires IP address planning in advance. 
IPsec solution would probably be used when there is economically not feasible to have private APN. 
 
Connecting locations via satellite access network is rather specific, however, the communication 
solution is quite straightforward – use of IPsec tunnel. Solution is layer 3 based and IP addressing 
plan should be therefore well prepared in advance. 
 
Fixed network usually gives possibility to create layer 2 based connections which is most 
recommended scenario. However, scenario with IPsec tunnel is possible as well. 
 
DSO may already have its communications solutions implemented in its own way, in some cases 
involving various communications technologies wjich are and not always a part of a unified network. 
When there already exist some links via telco infrastructure, we propose to be considered within one 
of described scenarios, while in case of unified internal network (most probably Ethernet based) we 
propose site-to-site VPN tunnel. The tunnel could be layer 3 based or layer 2 based as well.   
 
Each WAMS-SPM generates a measurement message of 410-415 bytes (uncompressed JSON format) 
every 20 ms. Given the TCP/MQTT protocols and the publish-subscribe architecture used, this data 
flow translates into specific requirements for the access networks. We have found that depending on 
the used access network (Fiber, LTE, UMTS and Satellite connections), the resulting performance 
requirements are different. 
 
In the SUNSEED project the important FPAI related goal was to integrate measurements (on the 
electricity grid and on devices generating energy to and consuming energy from this grid) with the 
FPAI demand response framework as to bring the FPAI framework a step further in large scale 
adoption. The FPAI clients were integrated on the measurement and control devices (the WAMP-
PMC and WAMP SPM devices) that perform the measurements on the electricity grid (WAMS-SPM) 
and on devices consuming and/or producing electricity (WAMS-PMC). The major goal for this 
integration was to show that the FPAI clients could run on platforms having limited processing and 
storage capabilities. Regarding security framework the provisioning server in combination with a 
small provisioning server proxy allowed easy integration with the API’s of the authorisation server. 
Integration with the FPAI framework proved to be harder due to the fact that a secure element was 
used as part of the security solution and access to this secure element was not provided in a 
standard way in the java environment in which FPAI has been programmed. 
 
Proposed business models are focused on communications networks for distribution smart grids and 
interplay between DSO utilities and telecom operators. Challenges identified (coverage, security, 
node density, etc.) lead us to conclusion that telecom operator is leading candidate for realisation of 
communications networks for future smart grids, of course, in cooperation with DSO – telecom 
operator has to adapt its operations to DSO’s requirements and operational needs. It is therefore 
right time to form new kind of smart grid network partnership between DSO and telecom operator to 
enable new energy services for future cost effective smart grids and distribution power grids. 


